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Joao Pedro Quintais

or most of the early 21st century, EU law on online intermedi-
F aries was sparse, with no comprehensive harmonization of in-
termediary liability. The centerpiece of the legal framework was the
2000 e-Commerce Directive', which contained mere conditional li-
ability exemptions, or “safe harbors”, for certain types of interme-
diary services involving claims for damages (mere conduit or ac-
cess, caching, and hosting), as well as a prohibition on the imposi-
tion by Member States on intermediary service providers of general
monitoring obligations (Arts.12-15 e-Commerce Directive). Under
this regime, intermediaries may still be required to take measures
against the infringement of third party rights, because it remains
possible to subject intermediaries to injunctions in regards to in-
tellectual property rights, and duties of care (van Hoboken et al.
20187, Wilman 2021°). The interpretation of this constellation of
provisions is complex and far from settled (see e.g. Angelopoulos
2020%. It is sufficient here to state that the development of case
law from the Court of Justice of the EU (CJEU) in interpreting spe-
cific subject matter rules to extend the reach of harmonized EU law
to online intermediaries, like in the context of intellectual proper-
ty, led to increasing push towards additional regulation of online
platforms.

This push has been justified around a somewhat blurry concept
of legal, societal, political and even moral “responsibility” of online
platforms (Helberger, Pierson and Poell 2018°; Taddeo and Floridi
2017°). The potential result, could “represent a substantial shift in
intermediary liability theory”, signaling a “move away from a well-
established utilitarian approach toward a moral approach by reject-
ing negligence based intermediary liability arrangements”, practic-
ally leading to a “broader move towards private enforcement on-
line” (Frosio and Husovec 2020).
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From the DMCA to the DSA

In Europe, this state of affairs has led to a deluge of new “plat-
form regulation” legislation in the past years, featuring the adop-
tion of rules on terrorist content online, video-sharing platforms,
copyright content-sharing platforms and - in what is the center-
piece of this push - horizontal rules for all online intermediaries in
the Digital Services Act® (DSA) (Buiten 2021°, Farrand 2019'’). The
DSA - which came into force on 17 February 2024 - takes a novel
regulatory approach to intermediaries by imposing not only liabil-
ity rules for the (user) content they host and moderate, but also
separate due diligence obligations for the provider’s own role and
conduct in the design and functioning of their services (Husovec
and Laguna 2022'!, Wilman 2022'%; Hoboken, Quintais, Appelman
et al. 2023"). The main target of these obligations are Big Tech
companies, namely very large online platforms and search engines.
They are subject to the largest set of obligations, including on due
process and risk assessment and mitigation. These obligations ex-
tend to algorithmic moderation systems and the effect of their ser-
vices on users’ fundamental rights. This legislative push has also
featured non-binding instruments like Codes of Conduct, Memor-
anda of Understanding and Recommendations on hate speech
online'*, counterfeited goods'’, disinformation'®, and piracy of live
events'’ (Quintais, Appelman, O Fathaigh 2023'%)

The US platform regulation story is different. It is undeniable
that most of the largest and most successful internet intermediar-
ies — at least in the Western world - originate from the U.S. Authors
like Kossef causally link this fact to the U.S. legal landscape (Kossef
2022"%), in particular to Section 230 of the Communications De-
cency Act (CDA) - passed in 1996 — which immunizes online plat-
forms for liability arising from significant amounts of user-gener-
ated content.
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Importantly, Section 230 contains a number of exceptions, such
as for the enforcement of federal criminal law, copyright law, and
electronic communications privacy laws. The copyright law excep-
tion is found in the 1998 Section 512 of the US Digital Millennium
Copyright Act”’ (DMCA). Section 512 sets out a notice-and-take-
down system that caching, hosting and linking platforms must
comply with in order to qualify for the safe harbors. This regime
directly influenced the design of the intermediaries
in the e-Commerce Directive and, as Sag notes, has also influenced
the shape of online copyright enforcement online, leading to the
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safe-harbors”

implementation of “DMCA-plus” private agreements between
rightsholders and large commercial platforms “in the shadow of
those safe harbors” (Sag 2018"). These have ultimately resulted in
automated copyright content moderation systems, including soph-
isticated filtering tools like YouTube’s Content ID** or Meta’s
Rights Manager”’.

A similar sector specific path was followed in Europe based on
the combined application and CJEU interpretation of direct liability
rules for communication to the public of copyrighted works and the
“safe-harbors” in the e-Commerce Directive, and national (non-
harmonized) rules on secondary liability under national law. The
latest development in this legislative story has seen the EU adopt-
ing a highly complex special regime for “online content-sharing
service providers” (OCSSPs) in Art. 17 of the Copyright in the Di-
gital Single Market Directive’* (CDSMD). This provision applies to
OCSSPs that host and provide public access to copyrighted content.
This regime is unique in that it imposes direct liability on OCSSPs,
sets aside the application of the hosting safe-harbor, and imposes
its own special liability exemption mechanism, featuring best ef-
forts obligations to obtain licenses, and implement measures for

13
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notice and takedown, notice and stay down, and preventive filtering
(see Quintais et al., 2022%°, 2024°°; and COM/2021/288 final*’).

Also, in the U.S. there is significant pressure to reform these
legal regimes. For the moment, efforts to implement a solution
similar to Art. 17 CDSMD have largely failed (Samuelson 2021%%), in
part due to skepticism surrounding its adoption (e.g. Bridy 2019*%)
and its roll out in Europe, which has already included a challenge
on its validity on fundamental rights grounds (Case C-401/19 -
Poland v Parliament and Council’®; Quintais 2022°!, Husovec
202332). Section 230 CDA, on the other hand, has faced much more
persistent frontal attacks — including in ongoing US Supreme Court
litigation (see e.g. Funk et al 2023, Rozenshtein 2023) and calls
for reform with bipartisan support, even if on different grounds
(see e.g. Anand et al, 2021, Jurecic 2022°°, Perault 2023°°).

Against this background, a group of European and American
scholars convened in 2023 to discuss the potential benefits and
risks of the EU’s new approach in its transatlantic context. They
debated the DSA’s potential to lead to a new EU/U.S. consensus or
even EU influence on US platform regulation and liability debates
(see Urban 2023°"). The first meeting in the US led to the publica-
tion of a special issue® on the topic in the Berkeley Technology
Law Journal. The second workshop in Amsterdam gave rise to this
blog symposium.

The contributions to this symposium come from leading
academics in the EU and U.S., often in collaboration with each
other. They can be divided into two larger themes. A first set of
contributions considers transversal issues of platform regulation in
the EU and U.S., namely those of consistency (Rebecca Tushnet),
due process (Eric Goldman and Sebastian Felix Schwemer), funda-
mental rights (Christophe Geiger and Giancarlo Frosio; Martin
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Senftleben) and the potential “Brussels Effect” of the DSA (Martin
Husovec and Jennifer Urban). A second set of contributions zooms
in on key regimes, critically assessing rules on trusted flaggers
(Eleonora Rosati), human in the loop (Rachel Griffin and Erik
Stalman), access to data for researchers (Niva Elkin-Koren), and
transparency (Pamela Samuelson and Natali Helberger).

Jodo Pedro Quintais
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ecent laws in the US, along with the Digital Services Act'

(DSA), seek to provide “due process” for individual content
moderation decisions. Due process, understandably enough, often
contains a component of treating like cases alike. It seems to fol-
low, then, that if two relevantly similar users are treated
differently, there is a problem of inconsistency, and that problem
might be addressed by requiring more “due process” in the forms of
appeals and clear rules and explanations of those rules to
offenders. At least, the thinking goes, an appellate body can create
coherent precedents and treat those who appeal consistently. And
clearer rules are easier to apply; inconsistent applications should
also be easier to detect than inconsistencies in the application of
unclear rules.

But it is said that consistency is the hobgoblin of small minds.”
In internet regulation, it is a damaging goal if taken as a mandate
to make individual decisions uniformly consistent with each other.
Evelyn Douek’ has written about the need to focus on the overall
system, not just the individual decisions that catch our attention,
and Kate Klonick” has explained that this has always been part of
serious thinking about content moderation. The DSA, more prom-
isingly, suggests a focus on overall processes and does not treat
errors as evidence of lawbreaking. By contrast, the Florida and
Texas laws — currently enjoined pending Supreme Court review’ —
threaten platforms with large fines for each and every error.

Among many other things, Texas’s HB20 prohibits large plat-
forms from making editorial choices based on the “viewpoint” of
the expression or user. Tex. Civ. Prac. & Rem. Code §§ 143A.001(1),
143A.002(a). It can be enforced either by the state or by individuals,
and allows courts to impose “daily penalties sufficient to secure
immediate compliance”. § 143A.007. Similarly, Florida’s S.B.7072
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requires a “social media platform” to “apply censorship, deplat-
forming, and shadow banning standards in a consistent manner
among its users on the platform”. §501.2041(2)(b). The law does
not define the phrase “consistent manner”. On top of exposing
violators to civil and administrative actions by the state attorney
general, §501.2041(5), the law creates a private cause of action that
allows individual users to sue to enforce the “consistency” mandate
and authorizes awards of up to $100,000 in statutory damages for
each claim, as well as actual damages, equitable relief, punitive
damages, and in some cases attorneys’ fees. §501.2041(6).

The problems of figuring out which content moderation cases
are “relevantly similar” are well-known. Is breastfeeding “nudity”?
What if it’s posted with sexualizing prose? Should reporting on
child abuse have extra leeway to describe what was done to a real
victim? Should anti-Black speech be treated the same as anti-white
speech? Is the term “Coke bottle” hate speech, given the uses that
Brittan Heller® has explored? Is calling Bret Stephens a “bedbug”’
the same as calling a group of people “bedbugs”?

Because of the fractal complexity of human communication,
and its continuous evolution, no rule can both specify in advance
what content is disallowed and also treat truly “like” cases — in
terms of the harm they cause — alike. One goal must yield to the
other.

But the problems of consistency are greater than that. Suppose
we choose to prioritize having rules that can respond to new forms
of identified abuses, and even new abuses if they appear. (The Texas
and Florida laws suggest that the legislators, convinced that inter-
net services discriminate against conservatives, would prefer
rigidity instead, accepting new forms of abuse in order to prevent
“censorship”.)
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Given the scale and variety of online communication on the
largest services, it is impossible to expect more than the roughest
consistency.

Appeals are likely to make the problems worse rather than
better. Willingness to appeal content moderation decisions is not
randomly distributed® (the Oversight Board writes about geo-
graphic origin but there is good evidence that other demographic
factors also strongly affect willingness to make rights claims). Even
if successful appeals lead to policy changes, that doesn’t mean that
previous removals will be revisited, or that the policy changes will
be broad enough to treat analogous cases the same.

Other systems that operate at much smaller scales, but still
with large numbers, have never been required to be consistent in
this way. Consider teachers at state-run schools: They grade mil-
lions of students and even more student submissions. No one has
ever suggested it is possible to constrain teachers so that an essay
would receive exactly the same comments, and the same grades,
from any teacher across a nation. Instead, rational school systems
focus on processes for accrediting and evaluating teachers to make
sure they are generally up to snuff. But two teachers can both be
fine teachers even if they have very different views of what consti-
tutes a good paper, and students’ rights are not violated by this dif-
ference, as much as they may groan about it. Systems of federalism
or localism mask some of this tolerance for inconsistency, as do
doctrines of deference to decisionmakers on the ground. But it is
not accidental that the most important critiques of these systems
focus on their disparate impact by race, gender, disability, and
other socially salient axes. Inconsistency and error alone are frus-
trating, but inevitable in human endeavors.
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To take another example of a system that has to make hundreds
of thousands of judgments on very different fact patterns every
year, the US trademark registration system is unitary, and still gives
itself cover for inconsistency by combining broad general principles
and illustrative examples with a black-letter rule that each case is
treated on its own merits. No applicant or opposer can succeed by
showing that a similar trademark application was treated differ-
ently. Each application has its own unique context and evidentiary
record. Since each application is reviewed by one of hundreds of
trademark examiners, and there are hundreds of thousands of
applications reviewed every year, there can be no other practice.
Thus, when the Supreme Court invalidated bars on registering “dis-
paraging”, “scandalous”, or “immoral” trademarks, it relied on the
viewpoint-discriminatory nature of these bars. Some amici’ high-
lighted the existence of inconsistencies — some applications in-
cluding the term “MILF” were approved while others were rejected,
and so on — and the Court alluded to this issue, but invalidating
these bars because they could not be consistently applied would
also endanger every other registration bar. It is equally impossible
to be fully consistent about whether a term is descriptive as applied
to the relevant goods or services, whether it is likely to cause con-
fusion with another mark, and so on. Instead, we rely on general
rules set forth in the Trademark Manual of Examining Procedure,
which contains general rules and lots of examples, along with
trained judgment — and we will never be totally satisfied with the
results. As with trademarks, no map of content moderation can be
as big as the territory. Of course there are and should be guide-
posts, but the fact that people disagree about applying those guide-
posts in particular situations doesn’t mean that we’ve discovered
an offense in need of remediation.
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As Tarleton Gillespie has insightfully written,

Given the scale and the entire range of human communication,
there is no such thing as a fully specified content policy: No
guideline can be stable, clean, or incontrovertible; no way of
saying it can preempt competing interpretations, by users and by
the platform. Categorical terms like “sexually explicit” or “vulgar
or obscene” do not close down contestation, they proliferate it:
what counts as explicit? Vulgar to whom? All the caveats and cla-
rifications in the world cannot make assessment any clearer; in
truth, they merely multiply the blurry lines that must be
anticipated now and adjudicated later. This is an exhausting and
unwinnable game to play for those who moderate these platforms,
as every rule immediately appears restrictive to some and lax to
others, or appears either too finicky to follow or too blunt to do
justice to the range of human aims to which questionable content
is put.

(see Gillespie 2018 at 72-73)

Gillespie further explains that scale matters: “What to do with a
questionable photo or a bad actor changes when you’re facing not
one violation but hundreds exactly like it, and thousands much like
it, but slightly different in a thousand ways. This is not just a differ-
ence of size, it is fundamentally a different problem.” Id. at 77. So-
cial media posts have individualized contexts and records. As James
Grimmelmann has noted'!, a post that decries eating Tide Pods and
one that encourages eating Tide Pods can be indistinguishable to
an outsider. As he says: “The difficulty of distinguishing between a
practice, a parody of the practice, and a commentary on the prac-
tice is bad news for any legal doctrines that try to distinguish
among them, and for any moderation guidelines or ethical prin-
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ciples that try to draw similar distinctions.” Of course, there are
obvious rule violations, and situations where most people would
have no trouble coming to a decision. But there are also constant
pressures at the margins, and moderation itself contributes to
those pressures as people try to get up as close to the line as they
can without being banned, because borderline content gets more
engagement'’. The nearly harassing, the nearly inciting, the nearly
nude all draw attention and encourage people to react. It is in this
important area where there is no hope of true consistency, only of
good training, diversity of moderators, and sampling for review.

We would better serve the human goals of due process by
searching for patterns of disparate impact and looking for their
causes. We should also, of course, aim to correct obvious errors.
(These are often linked, as when automatic screening prohibits
name-strings that correspond both to English slurs and real
people’s names, usually of non-English origin'®.) But the conversa-
tion should be about error rates and biases, not focused on
examples that by their very nature must be unrepresentative. The
DSA’s due diligence obligations are a step in that direction, but
even analysis of systemic risks and mitigation must be
accompanied by an awareness that individual failures will be
inevitable even in the best of all possible worlds. And the DSA’s due
process obligations for individual users point, like the Texas and
Florida laws, in the other direction. A hobgoblin is haunting con-
tent moderation; we should face it directly.
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n 1998, Congress enacted the Digital Millennium Copyright Act’

(DMCA), a major copyright reform act intended to modernize
copyright policy for the next millennium. Among other provisions,
the DMCA established the well-known “notice-and-takedown”
scheme that reduces the copyright liability exposure of user-gener-
ated content (UGC) services. The DMCA puts the burden on right-
sowners to monitor online activities and affirmatively take action
to stop perceived infringement.”

In Europe, the DMCA and its notice-and-takedown paradigm
became the blueprint for the liability exemptions in the e-Com-
merce Directive’ of 2000, the prevailing legal framework in the
European Union (EU) for UGC services for two decades. Unlike the
DMCA, the e-Commerce Directive applies to all types of illegal con-
tent, not just copyright-infringing items. More recently, the EU re-
formed the liability framework for user-caused copyright infringe-
ment in the 2019 Directive on copyright in the Digital Single
Market®. In 2022, the EU followed that reform up with an even more
comprehensive UGC liability reform in the Digital Services Act’
(DSA).°

Among other things, the DSA requires UGC services to provide
“due process”-like protections for user-authors. This regulatory ap-
proach is an important Internet Law development, but it’s not com-
pletely novel. The DMCA also contains several due process-like
protections for user-authors. This post identifies some of the DM-
CA’s due process elements, compares them to the DSA’s analogous
provisions, and discusses the lessons from the DMCA for the DSA.
Though the DSA uses a different policy paradigm than the DMCA,
it’s unclear if it will achieve better outcomes.
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GComparison of the DMCA and DSA

The DMCA has several design features that anticipate the DSA’s
due process approaches. We discuss four such features: notice-and-
appeal, disclosure of editorial policies, trusted flaggers, and user
recourse for wrongful takedown demands.

Notice-and-appeal

The DMCA’s notice-and-takedown scheme (17 U.S.C.§512(c))
provides rightsowners with a lot of leverage to remove allegedly in-
fringing UGC. Knowing that rightsowners would sometimes make
mistakes or even intentionally abuse their privilege, the DMCA
contemplated that services would notify users when their items
were targeted by rightsowners and provide an opportunity to cor-
rect mistakes. However, instead of expressly requiring services to
provide notice-of-action or an appellate process, the DMCA
provides services with a liability safe harbor if they honor users’
“putback” notices (17 U.S.C. §512(g)). In other words, if users ask to
restore the targeted content and provide the service with sufficient
assurances, then the service could restore the content without in-
curring additional liability. Aggrieved rightsowners must then pur-
sue the matter in court or drop it.

The DMCA’s indirect approach to notice and appeals doesn’t
provide full due process protections to users. First, services don’t
have to notify users about the rightsowner’s complaint or the ser-
vice’s action in response, though services may voluntarily choose
to do so. Second, services do not have to inform users about the
putback mechanism, so many users may be unaware of the
possibility. Third, and most importantly, services do not have to
honor putback requests. There are few legal downsides if the ser-
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vice chooses to ignore it. Thus, the DMCA’s putback safe harbor
only vaguely resembles a proper notice-and-appeal process.

In Europe, the e-Commerce Directive remained silent on no-
tice-and-appeals. In contrast, the DSA now provides both notice-
of-action (Art. 16 DSA) and an appellate process (Art. 20 DSA). The
DSA requires UGC services to provide a notice-of-action along with
an explanation for the removal (Art. 17 DSA). In addition, the ser-
vices must provide a complaint-resolution function that includes
human review (Art. 20 DSA).

Disclosure of editorial policies

To qualify for the DMCA safe harbor, services must publicly an-
nounce their rules for recidivist (alleged) infringers (17 U.S.C.
§512(i)(1)(A)). This provision nominally provides transparency
about the governing rules to facilitate user compliance, but the
statute doesn’t specify any details about the required disclosures.
Not surprisingly, many services make complex disclosures that
users aren’t likely to understand (see, e.g. Reid 20217).

Though ruleset transparency is an essential part of due process,
users probably aren’t the main audience for the DMCA-compliant
disclosures. Instead, the disclosures are more likely intended to
help rightsowners monitor if services are appropriately disciplining
recidivists. Given that audience focus, the ruleset disclosures don’t
provide the level of notice required for due process.

The DSA requires services to make much greater policy
disclosures (e.g., Arts. 14 and 27 DSA). The disclosures apply to all
policies about all types of illegitimate content, not just copyright
infringement. Further, the disclosures must provide details about
what facts and circumstances will influence the service’s decision,
including what considerations affect the service’s decisions.

3



How the DMCA Anticipated the DSA’s Due Process Obligations

Trusted flaggers

The DMCA’s scheme of removing the safe harbor upon notice cre-
ates substantial incentives for services to honor takedown notices,
and remove content on the sender’s demand, regardless of the
request’s legitimacy. To protect targeted users from improper re-
moval demands, only notices from rightsowners or their designees
implicate the service’s safe harbor, and only when the sender de-
clares that it is “authorized to act on behalf of the owner of an ex-
clusive right that is allegedly infringed” (17 U.S.C. §512(c)(3)). Im-
plicitly, this provision classifies copyright owners and their
designees as “trusted flaggers” by giving their notices enhanced
legal significance.

However, copyright owners do not always deserve that
privileged status. For example, copyright ownership is often dis-
puted. In those circumstances, the trusted flagger status gives one
putative owner extra leverage over their ownership rivals online.
Furthermore, rightsowners widely use automated means to detect
alleged infringement, producing a flood of “robo-notices” with du-
bious margins of error inconsistent with their “trusted” status (see,
e.g., Karaganis & Urban 2015%). Instead of protecting users, the
DMCA’s trusted flagger paradigm exacerbates content over-
removal.

The DSA requires services to prioritize handling of notices sub-
mitted by trusted flaggers (Art. 22). Regulators can designate a lim-
ited number of flaggers who are accorded enhanced legal standing
for their notices due to their expertise and competence. Services
must notify the regulators if trusted flaggers are submitting too
many erroneous reports, which may cause the entity to lose its
trusted flagger status. Next to the trusted flagger status awarded by
regulators, UGC platforms can voluntarily designate other trusted
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flaggers (for detailed analysis of the trusted flagger regime, see
Rosati’s contribution to this symposium”).

User recourse for wrongful takedown demands

To provide users with recourse if the notice-and-takedown process
is misused, the DMCA allows users to sue the senders of abusive
takedown requests (17 U.S.C. §512(f)). However, 512(f) has helped
only a trivial number of users. A 2004 Ninth Circuit Court of Ap-
peals ruling'’ permits 512(f) claims only when takedown notice
senders subjectively believed their notices were wrongful. However,
users almost never have evidence of the sender’s subjective beliefs
when initiating the lawsuit. Thus, the DMCA’s main mechanism to
curb overreaching takedown notices doesn’t properly function.

The DSA does not enable users to sue submitters of takedown
notices. Instead, users may seek compensation from services for in-
adequately performing their content moderation duties. The DSA
also requires services to suspend users who submit manifestly un-
founded takedown notices (Art. 23 DSA).

OMCA’s rightsowner focus v. DSA’S user focus

As this post shows, the DMCA online safe harbors contain several
features that nominally provide users with some due process pro-
tections. However, those features were incidental to the DMCA’s
primary goal of facilitating interactions between rightsowners and
services.

In contrast to the DMCA, the DSA imposes affirmative obliga-
tions that services must comply with, rather than safe harbors that
services can choose to opt-into. In that vein, the DSA repeatedly
dictates how services must interact with users. Will the DSA’s em-
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phasis on user protections, compared to the DMCA’s focus on right-
sowners, lead to better outcomes?

Uncertainty #1: Traditionally, “due process” governs the actions
of government actors, not private actors, due to structural differ-
ences between the two types of entities. Government actors have
far greater powers over, and remedies against, their citizens than
private companies have towards their “customers”. Furthermore,
government actors are sole-source providers of constituent ser-
vices, and constituents must deal with them even if they don’t want
to. Thus, constituents need due process from government actors
and constituents because of the government actor’s powers and
constituents’ lack of choice.

It can be tempting to analogize large services like Google and
Facebook to nation-states, but no private actor has the same
monopoly or remedial powers over their “constituents” as any gov-
ernment entity. (Plus, the DSA doesn’t limit its regulatory reach
only to big services, such as very large online platforms and search
engines.) Within the US regulatory context, this raises questions
about the appropriateness of imposing government-like due pro-
cess obligations on private actors.

Uncertainty #2: Government actors fund their procedural
mechanisms using mandatory taxes; but when it’s a mandatory
cost to for-profit businesses, they will implement it as cheaply as
possible (i.e., minimal viable compliance). The DSA’s enforcers
surely will question the sincerity of the regulated entities’ imple-
mentations. What will the enforcers do about it?

The costs of providing due process may exceed the economic
value of any individual user to the for-profit business, so services
have incentives to disregard those users’ interests — a common out-
come under the DMCA (see, e.g. Keller 2021'"). The DSA’s due pro-
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cess mandates may raise costs to the point where the services no
longer can afford to support users at all. To the extent that the
costs cause services to exit the industry or reduce their commit-
ment to user-generated content, some users might lose authoring
rights online due to the DSA’s economic impact. Furthermore, in-
creased regulatory costs usually reward incumbents over startups
and reduce competitive dynamism (the DSA’s micro- and small-en-
terprise exemption in Art. 19 doesn’t eliminate all compliance
costs), which suggests further shrinkage of online expression.

Uncertainty #3: Regulatory enforcement of the DSA’s due pro-
cess obligations may be hard to distinguish from censorship. Regu-
latory investigations and enforcements will send strong signals
about what the government wants services to do, and those signals
may not be bias-free. The DMCA didn’t pose the same risks because
it focuses on copyrights, whereas the DSA cuts across all content
categories, including topics of substantial political and partisan in-
terest. The DSA’s obligations for very large online platforms to do
risk assessments and risk mitigations (Arts. 33 to 35) provide a
heightened potential for censorial interventions.

conclusion

The DMCA shows how policymakers have been thinking about user
due process since the earliest days of Internet regulation. However,
solutions like the DMCA prioritized the interests of rightsowners
over those of users. The DSA flips those priorities, substantively
structuring the interactions between services and users. In theory,
those revamped priorities might protect users better, but they also
pose risks of unwanted regulatory-caused outcomes as highlighted
in this post. As a result, by significantly extending the limited due
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process principles attempted in the DMCA, the DSA raises import-
ant questions about the appropriateness and implications of im-
posing due process obligations on private entities.
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igital Service Providers (DSPs) like Google, Facebook, and
D Twitter/X have become key players in the modern digital
landscape, influencing social interactions, political discourse, edu-
cation and research, and cultural norms. Their widespread impact,
however, brings challenges such as intellectual property (IP)
infringement, privacy issues, hate and dangerous speech, misin-
formation, and political manipulation, highlighting the need for
effective governance.

The European Union’s Digital Services Act' (DSA) is a
significant step in addressing these challenges, redefining digital
platform regulations. It focuses on content moderation, user rights,
and balancing regulation with innovation. The DSA aims to clarify
platform responsibilities in content moderation, ensuring trans-
parency and accountability, while protecting user rights and foster-
ing digital market growth.

The DSA exemplifies the EU’s efforts to create a fairer, more
responsible digital environment. Through the DSA, the EU appears
to be advancing a process of constitutionalisation’ of Internet
governance, as an important milestone in the evolving landscape of
»® aiming to establish a unified frame-
work of rights, principles, and governance norms for the digital
space, while also contributing to the development of new gov-
ernance structures and regulatory bodies dedicated to effectively
safeguarding fundamental rights online. This shift from reliance on
private, market-driven solutions to a democratic, fundamental
rights-centered approach® represents a major change in
perspective. Importantly, this trend extends beyond the EU, gaining
traction globally in various jurisdictions. Legislative initiatives like
the UK’s Online Safety Bill’ and Brazil’s “Fake News” Bill° also re-
flect a move towards public governance in moderating online con-

“digital constitutionalism
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tent. Such a multi-faceted approach to digital constitutionalism’ is
increasingly seen as a practical response to the legitimacy crisis in
privately managed online content moderation.

Digital service providers and fundamental rights: a balancing
act

Large DSPs have transcended their roles as mere content hosts to
become active shapers of public discourse and gatekeepers of in-
formation access. This transformation has significant implications
for the democratic process and the exercise of fundamental rights,
particularly in the realms of free speech and privacy. A poignant
example of the complex role DSPs play in moderating public dis-
course is Twitter’s decision® to suspend the account of a U.S. Pres-
ident. This action sparked a global debate’ on the limits of free
speech and the power of private companies over public
communication channels. Similarly, Facebook’s approach to con-
tent moderation'’, especially during politically charged events, has
raised questions about the role of DSPs in influencing electoral
processes and shaping political narratives. These incidents under-
score the delicate balancing act DSPs must perform between allow-
ing open discourse and curbing misinformation and harmful con-
tent.

The legal and ethical considerations of DSPs’ content modera-
tion policies are multifaceted. On the one hand, there is a legal im-
perative to adhere to national laws and regulations regarding il-
legal content. On the other, DSPs face ethical dilemmas when their
policies intersect with issues of free expression and censorship.
The European Union’s General Data Protection Regulation'' (G-
DPR) and the DSA are legislative attempts to provide a framework
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for addressing these challenges, aiming to ensure that DSPs oper-
ate transparently and are held accountable for their content mod-
eration decisions.

The impact of DSPs’ content moderation policies on demo-
cratic processes and individual rights is profound. The role of DSPs
in shaping public discourse and information access is a double-
edged sword. While these platforms have the potential to enhance
democratic engagement by providing a space for public discourse,
their algorithms and moderation policies can also lead to the silen-
cing of voices and the suppression of certain viewpoints. This has
led to concerns about the “echo chamber” effect, where users are
only exposed to information that reinforces their existing beliefs,
and the potential for algorithmic bias, which can inadvertently
marginalize certain groups.

Balancing these competing interests — ranging from freedom of
expression to freedom to conduct a business, and from the right to
an effective remedy to privacy and data protection'” — is a complex
challenge that requires careful consideration of both legal and eth-
ical dimensions. The EU’s framework for online fundamental rights
forms a complex but pragmatic scaffold upon which to construct a
comprehensive platform liability regime. It emphasizes the need to
strike a balanced approach that respects the nuanced interplay
among various fundamental rights. While the regulatory fabric laid

out by the EU Charter'® and the European Convention on Human
Rights'* allows for the imposition of obligations on DSPs, these
must be carefully calibrated to protect the ecosystem of online
platforms - from large, commercial entities to smaller, non-profit
players. Importantly, IP rights, although recognized, are not to be
overprotected to the point of overshadowing other fundamental
rights or societal interests. '’
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Evolving liability and requlatory frameworks: from e-
commerce to digital services

The legal frameworks governing DSPs have undergone significant
evolution, mirroring the rapid development and growing influence
of digital platforms in our society. The 2000 EU E-Commerce
Directive'® marked the beginning of formalized legal regulation for
online services. It set the foundation for the digital market within
the EU, primarily focusing on creating a harmonized environment
for electronic commerce and introducing the concept of limited li-
ability for service providers. This directive laid the groundwork for
the regulation of digital services, although it was crafted in a dif-
ferent era of the internet, where the roles and impacts of DSPs were
considerably different from today.

The regulatory landscape has since diversified, with regions like
the EU, U.S., and others adopting varying approaches. In the EU, re-
cent legislative developments, notably the DSA, represent a
paradigm shift that that could potentially widen a transatlantic di-
vide. The DSA aims to modernize the digital market’s regulatory
framework, addressing contemporary challenges like online harm
and platform influence. This approach contrasts with the U.S.,
where Section 230 of the Communications Decency Act'’ still
provides broad immunity to online platforms from liability for
user-generated content, a principle that has been pivotal in the
growth of these platforms but also a subject of intense debate and
calls for reform.

Creating a global standard for digital governance remains a for-
midable challenge, given the divergent legal and cultural contexts
across regions. The global internet landscape comprises various
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stakeholders with differing priorities and values, making the har-
monization of digital laws an intricate task. This diversity often
leads to conflicts of jurisdiction and enforcement, exemplifying the
complexities of regulating a borderless digital space.

The shift towards more stringent regulations reflects a growing
recognition of the substantial impact DSPs have on public dis-
course, individual rights, and market competition. The DSA, for in-
stance, introduces more robust obligations for platforms, such as
transparency in content moderation, due diligence, and increased
accountability. While these regulations aim to create a safer and
more trustworthy digital environment, they also pose challenges
for DSPs and users. For platforms, the increased responsibility and
compliance requirements could impact operational models and in-
novation strategies. For users, while these changes promise en-
hanced protection and rights, they may also lead to increased con-
tent moderation and potential overreach.

content moderation: the interplay of private ordering and
state influence

Content moderation on digital platforms represents a complex and
multifaceted challenge, intricately weaving together technology,
law, and ethics. DSPs are at the forefront of this challenge, grap-
pling with the monumental task of monitoring and moderating the
vast amounts of content uploaded daily. The core of this modera-
tion effort increasingly relies on sophisticated algorithms designed
to detect and filter harmful and illegal content. However, these
automated systems are not without their shortcomings. Issues of
algorithmic bias and a lack of transparency have raised significant
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concerns,'® as they can inadvertently silence certain voices or
amplify harmful narratives.

There is an intricate relationship between government policies
and the content moderation practices of private platforms, intro-
ducing complexity to the landscape. Governments worldwide, each
operating within their unique cultural and legal frameworks, influ-
ence platforms to adhere to local laws and societal norms. This in-
fluence ranges from explicit legal requirements, like those in the
EU’s DSA, to more subtle forms such as political and public opinion
pressures, shaping content moderation policies. The interplay
raises concerns about the independence of DSPs and the potential
for state censorship under regulatory compliance. The challenge
lies in striking a balance between safeguarding freedom of
expression — a fundamental right in democratic societies — and
preventing the dissemination of harmful content. In this context,
platforms grapple with the ethical and technical complexities of
fostering open discourse while minimizing the impact of harmful
content like hate speech and misinformation on public safety and
social harmony.

From a societal public interest-perspective, users’ freedom of
expression (and information) is crucial, given its role as part of “the
essential foundations of [a democratic] society, one of the basic
conditions for its progress and for the development of every
man”'’. Optimal regulation in the field of platform governance
must thus attempt first to preserve users’ and citizens’ rights, as
more online enforcement — and potential over-enforcement -
equates with less access to information and less freedom of expres-
sion, thus a shrinking space for debate essential to democracy. The
centrality of users’ rights — and the overall goal of the EU legal sys-
tem to preserve those rights against invasive proactive algorithmic
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enforcement — has been reiterated by the Grand Chamber of the
CJEU in the Case C-401/19%° of 26 April 2022, possibly acknow-
ledging a fundamental right of users to share’' content online that
cannot be limited by algorithmic content moderation.

The Digital Services Act: towards a fair and transparent digital
market

At its core, the DSA seeks to modernize the regulatory framework
for digital services, addressing the challenges and opportunities
presented by the evolving digital landscape.

The DSA is built on a foundation of key provisions that aim to
reshape the way digital services operate. One of its primary
objectives is to enhance transparency, particularly in areas such as
content moderation and advertising. By requiring platforms to dis-
close how they target and amplify content, the DSA promotes a
more open digital environment. Furthermore, the act introduces
stringent measures against illegal content online, mandating plat-
forms to swiftly address such issues while providing clear reporting
mechanisms for users.

A pivotal aspect of the DSA is its emphasis on accountability.
The legislation imposes a due diligence obligation on DSPs, making
them more responsible for the content they host and the services
they provide. This shift signifies a move away from the laissez-faire
approach that has predominantly governed the digital sphere,
marking a new era where platforms are held to higher standards of
responsibility.

The potential impact of the DSA on innovation, user rights, and
platform responsibilities is profound. By establishing clearer rules,
the DSA offers a stable legal environment that can foster innova-
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tion and growth. For users, enhanced protections and greater
transparency mean more control over their digital experiences and
improved safeguarding of their rights. For platforms, and Very
Large Online Platforms and Search Engines in particular, the DSA
introduces new responsibilities and challenges, requiring them to
adapt their operations to comply with stricter regulatory standards,
including risk assessment and mitigation for algorithmic processes
that might affect users’ fundamental rights.

The DSA has the potential to serve as a model for global digital
governance. Its comprehensive approach to digital regulation
addresses many of the issues that have emerged in the digital age,
setting a precedent for other countries and regions. By striking a
balance between protecting user rights and fostering a healthy di-
gital economy, the DSA could influence future legislation world-
wide, promoting a more harmonized approach to digital gov-
ernance. However, although it introduces innovative regulatory
mechanisms for platform governance, it is also an exceptionally in-
tricate and lengthy legislative document, where preference for
national oversight strategies over unified European approaches
risks further complicating its harmonised implementation.”” Given
these complexities, subsequent revisions and fine-tuning, also via
delegated regulation, will inevitably be required to best protect
fundamental rights in a rapidly evolving digital landscape.

conclusion: charting a path towards digital constitutionalism

Navigating the digital age highlights the need for effective digital
governance, as discussed in this blog post. DSPs play a key role in
public discourse and are central to evolving regulatory frameworks,
especially in content moderation. The DSA marks a major shift in
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digital governance, focusing on transparency, accountability, and
user protection, setting standards for DSPs to foster a safe, reliable,
and innovative digital environment. Yet, digital governance is an
evolving journey. The rapidly changing digital landscape presents
continuous challenges and opportunities, requiring adaptable gov-
ernance strategies.

The DSA, while providing a solid foundation, is the beginning
of ongoing refinement and development. Looking ahead, the DSA’s
emphasis on fundamental rights, transparency, and regulatory
oversight could guide transatlantic and global digital governance.
The DSA, serving as a potential model for other nations crafting
their digital strategies, leads us to distill 10 key principles that are
rooted in its fundamental rights-centered approach.”’ These prin-
ciples not only offer a blueprint for global digital governance but
also serve as a valuable reference for other jurisdictions looking to
update their legal frameworks for platform liability:

(1) DSP regulation in information societies is crucial for democratic
information access and expression, requiring a balance of funda-
mental rights to uphold democracy and rule of law. Past DSP regu-
lations have faced challenges in balancing competing fundamental
rights.

(2) The DSA aims to balance interests while upholding rights, but
its complexity and national oversight preference complicate imple-
mentation. Revisions are needed, and “digital constitutionalism”
offers insights.

(3) The EU E-Commerce Directive and C-DSM Directive shaped DSP
liability, with the DSA maintaining fundamental rights balance in a
changing landscape.

(4) Fundamental Rights balancing in the DSA should be guided by
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European human rights texts and case law, with international
standards as reference. Challenges include:

ithms in order to safeguard creativity and expression, media plural-
ism and the right to information online”*.

(5) The DSA modernizes the e-Commerce Directive, emphasizing
ex-post moderation over proactive measures and maintaining a ban
on general monitoring obligations. Exceptions to this rule should
be rare, primarily for manifestly illegal content that doesn’t require
independent assessment. Relying solely on automated filters for
content moderation is ill-advised due to technological limitations.
Adhering to the “human-in-command” principle is essential for ac-
curate and nuanced content moderation.

(6) The DSA distinguishes between illegal and harmful content,
focusing on harmonizing rules for illegal content. From a freedom
of expression perspective, controversial content should not be cen-
sored simply because it may make the audience uncomfortable.
Different regulatory approaches should be applied to illegal and
manifestly illegal content.

a) Manifestly illegal content includes content promoting offenses
against human dignity, war crimes, crimes against humanity, hu-
man trafficking, incitement to violence, acts of terrorism, and child
abuse. It may also encompass content blatantly infringing on IP
rights without the need for equity-based assessment. Such content
should be clearly defined to avoid ambiguities.

b) For content that is illegal but not manifestly so, requiring human
review for legality assessment is necessary. Further independent
scrutiny should be available upon request, with consistent stand-
ards for expeditious removal within a reasonable timeframe.

¢) When content is harmful but not outright illegal, complete re-
moval may not be the best approach from a freedom of expression
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standpoint. Alternative strategies like content flagging by DSPs
and users, along with counter-speech mechanisms like “like” or
“dislike” buttons, should be explored. Users should have more con-
trol over the type of content they engage with.

(7) Enhanced procedural guarantees for content moderation
include:

a) Increased user access to information and opt-out options.

b) Efficient notice-and-action mechanisms with procedural safe-
guards, enabling the swift reinstatement of unjustly removed
content.

¢) Keeping notified content accessible during review, exempting
DSPs from liability.

d) Transparency and human oversight in decision-making.

(8) The DSA regulates algorithmic content moderation, emphasiz-
ing fundamental rights and requiring:

a) Transparency and non-discrimination in algorithms.

b) Human review of algorithmic decisions.

¢) Periodic audits and oversight for compliance from independent
regulators.

d) Risk assessments and mitigation protocols.

e) Yearly transparency reports on algorithmic moderation.

However, there’s room for refining the DSA’s approach to al-
gorithmic transparency and accountability to counter the
challenges of algorithmic opacity. Specific obligations could be
introduced to address issues like algorithmic bias, provide clearer
explanations for automated decision-making logic, ensure
transparency around data sets used for algorithmic training, and
establish robust redress mechanisms to handle potential harm
arising from algorithmic decisions.
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(9) The DSA proposes specialized oversight bodies for monitoring
DSP compliance. This oversight should be implemented according
to the following guidelines:

a) A centralized EU entity for harmonized DSA implementation and
policy guidelines, with a focus on fundamental rights, should oper-
ate in partnership with the EU Agency for Fundamental Rights
(and, possibly, also other existing and future regulation authorities
to be created to manage creativity online”’).

b) This entity should serve quasi-judicial functions in content
moderation, acting as a final dispute resolution authority for bor-
derline cases and setting precedents for DSP moderation practices.
However, this resolution option should not replace users’ ability to
seek recourse through an independent judiciary.

¢) An Ombudsperson could represent users in these proceedings,
ensuring their rights receive adequate protection.

(10) DSP obligations should be proportional and clear, avoiding im-
practical or ambiguous requirements that hinder business freedom
and create barriers for Small and Medium-sized Enterprises. The
DSA’s nuanced approach to assigning responsibilities based on size
and market share should be a benchmark for future content
moderation regulations.
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rt. 14(4) of the Digital Services Act' (DSA) places an obligation
A on providers of intermediary services, including online plat-
forms hosting user-generated content (see Art. 3(g) DSA), to apply
content moderation systems in “a diligent, objective and propor-
tionate manner”. The provision emphasizes that online platforms
are bound to carry out content filtering with due regard to the
fundamental rights of users, such as freedom of expression. Con-
sidering the central role of online platforms in the current media
landscape, this regulatory attempt to safeguard the right of users
to share and receive information does not come as a surprise.
However, fundamental rights, including freedom of expression
(Art. 11(1) EU Charter of Fundamental Rights), have been designed
as rights to be invoked against, and nurtured by, the state. Against
this background, the approach taken in Art. 14(4) DSA raises com-
plex questions. Does the possibility of imposing fundamental
rights obligations on intermediaries, such as online platforms,
exempt the state power from the noble task of preventing inroads
into fundamental rights itself? Can the legislator legitimately out-
source the obligation to safeguard fundamental rights to private
parties (see the contribution by Geiger/Frosio’ for a discussion of
digital constitutionalism)?

In the case of user uploads to online content-sharing platforms,
Art. 17(7) of the Directive on Copyright in the Digital Single
Market® (CDSMD) adds an important guideline to the general
obligation laid down in Art. 14(4) DSA (see Art. 2(4)(b) DSA as to
the complementary application of these rules): the cooperation
between online platforms and the creative industry in the area of
content moderation (Art. 17(4) CDSMD) must not result in the
blocking of non-infringing content uploads, including situations
where user-generated content falls within the scope of a copyright
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limitation that supports freedom of expression, such as the exemp-
tion of quotations, parodies and pastiches (explicitly mentioned in
Art. 17(7) CDSMD, see also the more detailed discussion in
Senftleben 2019%).

Joint effort of creative industry and platform providers

Evidently, this outsourcing scheme for human rights obligations
relies on a joint effort of the creative industry and the online plat-
form industry. To set the content filtering machinery in motion,
copyright holders in the creative industry must notify “relevant and
necessary information” with regard to those works which they want
to ban from user uploads (Art. 17(4)(b) CDSMD). Once relevant and
necessary information on protected works is received, the online
platform is obliged to include that information in the content
moderation process and ensure the unavailability of content up-
loads that contain traces of the protected works.

Unlike public authorities, however, the central players in this
cooperation scheme are private entities that are not intrinsically
motivated to safeguard the public interest in the exercise and fur-
therance of fundamental rights and freedoms. Despite all invoca-
tions of diligence and proportionality in Art. 14(4) DSA, the
decision-making in the context of content filtering is most prob-
ably much more down to earth: the moment the balancing of com-
peting human rights positions is confidently left to industry
cooperation, economic cost and efficiency considerations are likely
to occupy centre stage (see already the contribution by
Goldman/Schwemer®).

A closer look at the different stages of industry cooperation
resulting from the described regulatory model confirms that con-
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cerns about human rights deficits are not unfounded. As explained,
the first step in the content moderation process is the notification
of relevant and necessary information relating to “specific works
and other subject matter” by copyright holders (Art. 17(4)(b)
CDSMD). In the light of case law precedents, in particular
Sabam/Netlog® (para. 51), use of the word “specific” can be under-
stood to reflect the legislator’s hope that copyright holders will
only notify individually selected works. Otherwise, content
moderation may reach proportions that violates freedom of expres-
sion and information, and other fundamental rights (see Angelo-
poulos & Senftleben 20217). In Sabam/Netlog, the Court declared
content filtering based on a whole repertoire of collecting society
repertoire excessive and impermissible (paras 48-51).

Seeking to avoid the evolution of an overbroad, general filtering
obligation, a copyright holder could limit use of the notification
system to those works that constitute cornerstones of the current
exploitation strategy. As a result, other elements of the work cata-
logue would remain available for creative remix activities of users.
This, in turn, would reduce the risk of overbroad inroads into free-
dom of expression and information.

In practice, however, rightholders are unlikely to adopt this
cautious approach. The success of the risk reduction strategy sur-
rounding the word “specific” is doubtful. In the cooperation with
online platforms, nothing seems to prevent the creative industry
from sending copyright notifications that cover each and every ele-
ment of impressive work catalogues. Platforms for user-generated
content may thus receive long lists of all “specific” works which
copyright holders have in their repertoire. Adding up all works in-
cluded in these notifications, the conclusion can become
inescapable that the regulatory approach underlying the described
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interplay of rules in the DSA and the CDSMD culminates in a filter-
ing obligation that is very similar to the filtering measures which
the CJEU prohibited in Sabam/Netlog. The risk of encroachments
upon human rights is evident (see also Senftleben 2024%).

Impact of cost and efficiency considerations

Turning to the second step in the content moderation process — the
act of filtering carried out by online platforms to prevent the avail-
ability of notified works — the aforementioned proportionality and
diligence obligations apply: content moderation must comply with
the diligence and proportionality requirements in Art. 14(4) DSA.
As to the practical outcome of content filtering in the light of dili-
gence and proportionality requirements, however, it is to be re-
called that online platforms will most probably align the concrete
implementation of content moderation systems with cost and
efficiency considerations. In reality, the subordination of concrete
industry decisions to abstract diligence and proportionality imper-
atives — the acceptance of more costs and less profits to reduce the
corrosive effect on freedom of expression and information — would
come as a surprise. Online platforms can be expected to be rational
in the sense that they seek to achieve content filtering at minimal
costs. A test of proportionality is unlikely to occupy centre stage
unless the least intrusive measure also constitutes the least costly
measure. A test of professional diligence is unlikely to lead to the
adoption of a more costly and less intrusive content moderation
system unless additional revenues accruing from enhanced
popularity among users offsets the extra investment of money.
Hence, there is no guarantee that industry cooperation in the
field of user-generated content will lead to the adoption of the
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most sophisticated filtering systems with the highest potential to
avoid unjustified removals of content mash-ups and remixes (fur-
ther examined in Senftleben, Quintais & Meiring 20239). An assess-
ment of liability rules also confirms that excessive filtering risks
must be taken seriously. An online platform seeking to minimize
the risk of liability is likely to succumb to the temptation of
overblocking. Filtering more than necessary is less risky than filter-
ing only clear-cut cases of infringement. After all, primary, direct
liability for infringing user uploads follows from Art. 17(1) CDSMD
and dangles above the head of providers of platforms for user-
generated content like the sword of Damocles. The conclusion is
thus inescapable that the outsourcing strategy underlying the EU
regulation of content moderation in the DSA and the CDSMD is
highly problematic. Instead of safeguarding human rights, the reg-
ulatory approach is likely to culminate in human rights violations.

Reliance on user complaints

Against this background, it is of particular importance to analyse
mechanisms that could bring human rights deficits to light and
remedy shortcomings. This question requires the discussion of the
role of users. Art. 14(1) DSA and Art. 17(9) CDSMD both make users
the primary addressees of information about content moderation
systems. According to Art. 14(1) DSA, users shall receive informa-
tion on upload and content sharing restrictions arising from the
employment of content moderation tools. If they want to take
measures against content restrictions, Art. 17(9) CDSMD - and the
complementary provisions in Art. 20 DSA — ensure that complaint
and redress mechanisms are available to users of OCSSP services
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“in the event of disputes over the disabling of access to, or the re-
moval of, works or other subject matter uploaded by them”.

Hence, users are expected to instigate complaint and redress
procedures at platform level and, ultimately, go to court. The reli-
ance placed on this mechanism, however, is surprising. Evidence
from the application of the DMCA counter-notice system in the
U.S. shows'? quite clearly that users are unlikely to file complaints
in the first place. This is confirmed by data from recent transpar-
ency reports from the largest user-generated content (UGC) plat-
forms (examined by Senftleben, Quintais & Meiring 2023'"). If
users must wait relatively long for a final result, it is foreseeable
that a complaint and redress mechanism that depends on user
initiatives is incapable of safeguarding freedom of expression and
information. Moreover, an overly cumbersome complaint and re-
dress mechanism may thwart user initiatives from the outset.

In the context of user-generated content, it is often crucial to
react quickly to current news and film, book and music releases. If
the complaint and redress mechanism finally yields the insight that
a lawful content remix or mash-up has been blocked, the decisive
moment for the affected quotation or parody may already have
passed. From this perspective, the elastic timeframe for complaint
handling in Art. 17(9) CDSMD - “shall be processed without undue
delay” — gives rise to concerns. This standard differs markedly from
an obligation to let blocked content reappear promptly. As Art.
17(9) CDSMD also requires human review, it may take quite a while
until a decision on the infringing nature of content is taken. Con-
sidering these features, the complaint and redress option may
appear unattractive to users (see Senftleben 2020'%).

Instead of dispelling concerns about human rights deficits, the
reliance on user complaints, thus, constitutes a further risk factor.
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Apart from being ineffective as a remedy for human rights
violations, it may allow authorities to hide behind a lack of user
activism and thereby conceal human rights deficits. It may also be
that users refrain from complaining because they consider the
mechanism too cumbersome and/or too slow. However, when tak-
ing the number of user complaints as a yardstick for assessing hu-
man rights risks, a relatively low number of user complaints may be
misinterpreted as evidence that content moderation does not lead
to excessive content blocking. If users refrain from taking action,
human rights deficits stay under the radar. The oversimplified
equation “no user complaint = no human rights problem” offers the
opportunity of presenting potentially overly restrictive content
moderation systems as a success. Instead of shedding light on hu-
man rights deficits, the complaint and redress mechanism can be
used strategically — by platforms and regulators alike — to conceal
encroachments upon freedom of expression and information.

conclusion

In sum, closer inspection of DSA and CDSMD content moderation
rules confirms a worrying tendency of reliance on industry
cooperation and user activism to safeguard human rights. Instead
of putting responsibility for detecting and remedying human rights
deficits in the hands of the state, the EU legislature prefers to out-
source this responsibility to private entities, such as online plat-
forms, and conceal potential violations by leaving countermeasures
to users. The risk of eroding freedom of expression is further en-
hanced by the fact that, instead of exposing and discussing the cor-
rosive effect of human rights outsourcing, the CJEU has already
rubberstamped the described regulatory approach. In its Poland"
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decision (see Quintais 2022'* and Husovec 2023'%), the Court has
even qualified problematic features of the outsourcing and con-
cealment strategy as valid safeguards against the erosion of free-
dom of expression and information (see further Senftleben 2024'°).

To safeguard human rights, the state power itself must become
much more active. Litanies of due diligence and proportionality ob-
ligations for private entities and reliance on user activism are not
enough. Requirements for audit reports under Art. 37 DSA should
include the obligation to provide sufficiently detailed information
on the implementation of human rights safeguards to allow the
European Commission to exercise effective control and prevent
encroachments (see Arts. 42(4), 66(1), 70(1), 73(1), 74(1) DSA). The
implementation of Art. 17 CDSMD in national legislation should
only be deemed satisfactory when the Member State has devised
effective legal mechanisms to ensure that content filtering
measures do not erode the freedom of users to upload quotations,
parodies and pastiches (Art. 17(7) CDSMD). Moreover, the research
community should be encouraged to throw light on violations of
freedom of expression and information when analysing platform
data (Art. 40(4) and (12), 34(1)(b) DSA).
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he! Digital Services Act’ (DSA) is a comprehensive effort by
T the European Union (EU) to regulate digital services. Many on-
lookers in Europe and beyond its borders wonder about whether
the DSA will influence activities outside of Europe via a “Brussels
Effect”®. In this contribution, we argue that when it comes to
extraterritorial spill-over effects of the DSA that are driven by eco-
nomic incentives or de facto standardisation and private ordering,
the strength of any DSA Brussels Effect will depend on several
factors: the type of obligations in question; compliance costs; the
extent of regulatory imitation by other countries; and finally, the
existence of any countervailing legal regimes. Under this analysis,
the chances of spontaneous voluntary implementation beyond the
EU’s borders for four key parts of the DSA - content moderation
procedures, transparency and governance obligations, and risk
management rules — seem modest. Some content moderation rules
might reach beyond the European continent through the ensuing
industry standardisation.

Four key components of the DSA

The DSA regulates how online service providers make content
moderation decisions. It subjects companies to an elaborate set of
prescriptive rules that organize the process of notification,
evaluation, removal, and contestation (Art. 16 to 21). Affected indi-
viduals are given a right to an individual explanation of such
decisions (Art. 17), the right to appeal decisions internally for free
(Art. 20), and the right to appeal externally before independent
out-of-court dispute settlement bodies (Art. 21).

Providers are further obliged to issue annual or bi-annual
transparency reports about how they conduct content moderation
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(Arts. 15 and 24). Companies of a certain size and reach must also
submit all their individual content moderation decisions to a
centralised database (Article 24(5)). The largest online platforms or
search engines (so-called Very Large Online Providers (VLOPs) and
Very Large Online Search Engines (VLOSESs)) have further disclos-
ure obligations (Article 42). VLOPs and VLOSEs must also provide
access to data to researchers to study risks and mitigation
strategies on their services (Article 40).

All providers have some obligations to appoint points of con-
tact (Arts. 11 and 12), or legal representatives (if not established in
the EU [Art. 13]); however, only the largest ones have extensive
governance obligations. VLOPs and VLOSEs must appoint compli-
ance officers who must have certain standing with the senior
management of companies (Art. 41). VLOPs and VLOSEs also must
appropriately train their staff, including content moderators, and
monitor risk management within companies (Arts. 34, 35, 42(2)(b)).

Finally, mid-sized or bigger online platforms must design their
services in compliance with certain statutory risk-related
imperatives, such as avoiding misleading or manipulating practices
(Art. 25), or design that fails to protect the safety, security, and pri-
vacy of children as their users (Art. 28). VLOPs and VLOSEs are
subject to periodic risk assessment and external review by auditors
under the supervision of the European Commission and national
regulators.

Predicting extraterritorial spill-overs

Simply stated, the Brussels Effect causes EU rules to “spill over”
into other jurisdictions through private actions of companies (a “de
facto” effect) or harmonising changes in law by outside jurisdic-
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tions (a “de jure” effect®). We focus on de facto spill-overs, which, if
they occur, arise from the choices of individual firms.

Feasibility of localised implementation

Whether spill-overs occur first and foremost depends on what com-
panies find useful and cost-effective. However, in some cases, use-
fulness and cost-effectiveness can be forced or incentivised by the
global nature of the product. If a new EU obligation cannot be
easily siloed into a specific location — whether for technical or
other reasons — companies might prefer to extend their compliance
across jurisdictions. For instance, if certain design features of the
systems are harder to split and localise to certain jurisdictions
only, companies might extend the implementation of the rules
governing such features beyond the EU. The ability to localise im-
plementation is thus one of the key issues.

Many of the DSA’s rules probably can be localised. For example,
companies seem to have localised all obligations regarding the opt-
out from the recommender systems (see heres, here®, and here7),
thus signalling that splitting markets is not too difficult in this in-
stance. There may be areas where the services cannot be designed
differently for different markets but that will probably be an
exception, at least for large players that already comply with
requirements from multiple jurisdictions.

Cost

In most cases, the main reason why companies might extend the
application of the DSA beyond the EU is cost: because they find it
cheaper to keep one set of rules for several markets. This might be
the case for some notice-handling content moderation rules. Given
that companies must build new processes for European users, the
cost of extending some of those rules to other jurisdictions might
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be lower than keeping two or more separate complaint-handling
systems. However, some of the user-protecting obligations under
the DSA, such as the broad possibility to appeal visibility restric-
tions of any kind, are both unique and quite costly, and thus less
likely to be implemented in other countries without a legal man-
date.

Indirect effects

Other indirect effects on the markets are possible too. The
industry’s reliance on a single set of rules could help to standardise
processes, improve demand for and interoperability of moderation
tools, and thus increase the new market entry in the area. For con-
tent moderation, the DSA can become a shipping container
moment®, which gives an entire industry vocabulary, structure and
building blocks. Section 512 of the US Digital Millennium Copy-
right Act” (DMCA) has functioned in this way'"
five years — companies applied many of its features well beyond US
copyright disputes because it provided guidance that could be used

for the last twenty-

to structure takedown practices across types of complaint and
across jurisdictions. The DSA’s far more detailed requirements
could serve as the updated “shipping container” for companies
looking to update their content moderation practices. Such dimen-
sions can help spur a lot of innovation and business activity around
industry-wide content moderation solutions that can be
customised, repurposed, or applied on a cross-platform basis. A
bigger market means better solutions.

Looking at specific examples, in theory, industry-wide stand-
ardisation around content moderation can also facilitate the
convergence concerning voluntary and DSA-mandated transpar-
ency reporting. This might depend on how separate the US and EU
back-end systems are and how convergent the DSA’s requirements
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are with companies’ current practices. Transparency reporting is
neither easy nor cheap, especially for companies running on legacy
systems. The DSA could have a nudging effect that could move
some providers to transparency reports, or more detailed transpar-
ency reports, in other countries, such as the US, but this might take
time. And other incentives may push companies in the opposite
direction. For example, being more transparent than others also
has its costs associated with extra scrutiny by private actors'' and
public authorities.

Additional considerations

Further, some DSA obligations may be unattractive for voluntary
compliance for other reasons: because they are too expensive, be-
cause they require local institutions that don’t exist, or because
they create bad policy precedents from a local perspective. For
instance, out-of-court dispute settlements are both costly and can-
not work without appropriate certified out-of-court dispute settle-
ment bodies. Periodic risk assessment and auditing also is not
cheap. Moreover, companies could rationally fear that legal change
abroad would become politically easier if major industry players
change their private policies to match the DSA requirements.

An interesting case in this regard is researchers’ access to data
to study platforms. Due to a lack of vetting processes in other
countries, the companies would seem to be easily able to reject ex-
tending access to non-public data to researchers from outside the
EU. However, these researchers, to the extent that they are inter-
ested in studying EU-relevant risks, can benefit from the EU
regime. Arguably, they can use their respective countries as control

groups'’, and thus undertake more globally-relevant research as
well.
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Moreover, the scraping/API provision of the DSA facilitates ac-
cess to publicly available data'’, again without limitation to the
nationality of those who are undertaking the research. Even if for-
eign governments do not follow the EU’s approach, they might
favour that their researchers can benefit from the EU regime and
might complain if their researchers cannot access similar tools.
Thus, public pressure in other countries might force companies to
extend some of the features of the system beyond the EU, even
though there usually is little immediate positive economic benefit
from such transparency for the companies.

Conflicting rules

Finally, the DSA’s extraterritorial effect might be enhanced by rein-
forcing local rules, but also undermined, or entirely prevented, by
conflicting rules in other jurisdictions.

Consider how the U.S. DMCA interacts with the DSA. The DSA
is mostly stricter in what it requires companies to do compared to
the US law (although, exceptions do exist, such as the fact that the
DSA’s DMCA-style repeat-infringer rule does not apply to mere
conduits). But there are potential conflicts that could prevent com-
panies from replacing DMCA-required or -influenced practices with
DSA-style practices.

For example, the DSA includes protections for targets of re-
moval requests that could be significantly more effective than the
DMCA’s analogues. The DMCA says that online service providers
“shall” reinstate content upon receipt of a counter-notice'* but in
practice, this often doesn’t happen. The reason is the liability
asymmetry: liability risk for not taking down infringing material is
far greater than the liability risk for leaving up non-infringing ma-
terial. Copyright remedies in the U.S. can be very severe, and the
main notice senders have deep pockets, creating strong incentives
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toward removal for providers. The affected target would have to
rely on section 512(f), which allows challenges only for “knowing,

material misrepresentations”'®. This is a very high barrier for re-
covery, thus making 512(f) effectively a dead letter.

The DSA in the EU aims to re-balance exactly that liability
asymmetry by imposing countervailing due diligence obligations
for the benefit of affected individuals. The question is whether they
could be of any use outside the EU. For global actions that affect
both markets simultaneously, the new EU liability could change the
overall risk calculation. However, if companies can split their com-
pliance by geo-locating it, in all likelihood, the DSA will not change
the local US risk calculation, at least for copyright disputes. And
most other disputes fall within the safe-harbor protections of
section 230 of the Communications Decency Act'® (CDA) — which,
broadly speaking — allows companies to make the moderation de-
cisions they prefer. In other words, to the extent that companies
can separate their compliance, they will act in a more balanced way
in the EU than in the U.S.

Furthermore, the DMCA and the CDA both lack disclosure re-
quirements; given the incentives described above, this could
undermine the willingness of providers to provide more informa-
tion to affected individuals. Because the DMCA requires only
limited information from notifiers as compared to the DSA - and
outside of copyright, little information is required by US law at all —
providers might be stuck with the existing disclosures, whatever
their intentions or other motivations.

Finally, other jurisdictions could have laws that directly conflict
with the requirements of the DSA. While CDA section 230 and the
U.S. First Amendment jurisprudence might conflict in spirit with
some of the DSA obligations, they do not prevent companies from
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voluntarily extending the DSA rules to the U.S. market and indi-
viduals. The more tangible conflicts may ultimately be those where
federal or state statutes prevent companies from doing what they
are required to do in the EU, such as removing or disclosing
something. In such cases, the only way how companies can comply
with both regimes is to geo-localise their compliance.

conclusions

Our brief analysis suggests that many most ambitious parts of the
DSA will probably have modest impact on the other countries un-
less these countries adopt similar laws. From all the new
obligations, the most promising is the potential impact of the DSA
content moderation rules on the industry standards for processes
and tools, and potentially the data access regime. However, the
overall outcome depends on many variables, including those that
might not be even well understood within the companies at the
time when they are implementing the DSA. Changes that seem
costly and without benefits today, might easily prove to be useful
and less costly tomorrow. Thus, we shouldn’t be too quick to judge
the law’s overall de facto Brussel’s Effect. However, DSA
compliance offers a moment for another important lesson. The
compliance attitude of companies - that is, how ready they are to
redesign their products for specific markets and engage in geo-
localised enforcement to prevent giving the DSA an extraterritorial
effect — will show us the true colours of how “universal” or “global”
the digital services as products are in the mid-2020s.
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ne of the most-publicized innovations brought about by the

Digital ~ Services Act' (DSA or Regulation) is
the “institutionalization” of a regime emerged and consolidated for
a decade already through voluntary programs introduced by the
major online platforms: trusted flaggers. This blogpost provides an
overview of the relevant provisions, procedures, and actors. It ar-
gues that, ultimately, the DSA’s much-hailed trusted flagger regime
is unlikely to have groundbreaking effects on content moderation
in Europe.

The DSA'S trusted flaggers

The (unsurprising) rationale of the system found in Art. 22 DSA is
encapsulated in recital 61: by prioritizing the handling of notices
submitted by trusted flaggers, “[a]ction against illegal content can
be taken more quickly and reliably”. Trusted flagger status shall be
awarded by the appointed Digital Service Coordinator (DSC) where
the applicant is established. Once there, such status shall be recog-
nized by all platforms targeted by the DSA.

During the negotiations leading up to the adoption of the
Regulation, a key issue became the eligibility criteria for trusted
flaggers. Indeed, the European Commission’s original proposal’
was that only entities (not individuals) representing “collective in-
terests” could - among other requirements — aspire to receive such
a recognition. If such a proposal had made its way into the eventual
text of the DSA, this would have meant, for example, that corporate
entities only representing private interests would have not been in
position to access the DSA trusted flagger regime.

The final text of the DSA (thankfully) does not contain such a
requirement and instead indicates “private bodies” as also poten-

87



The DSA’s Trusted Flaggers

tially eligible for a trusted flagger designation. Overall, Art. 22(2)
provides that an entity (thus, like the Commission’s proposal, also
excluding individuals) aspiring to receive such a status shall: (a)
have particular expertise and competence for the purposes of de-
tecting, identifying and notifying illegal content; (b) be independ-
ent from any provider of online platforms; and (c) carry out its
activities for the purposes of submitting notices diligently,
accurately and objectively.

Recital 61 itself provides examples of entities that will be
eligible to become trusted flaggers under the DSA. Reference is
made to internet referral units of national law enforcement author-
ities or of Europol, organizations part of the INHOPE network of
hotlines for reporting child sexual abuse material, and organiza-
tions committed to notifying illegal racist and xenophobic expres-
sions online.

The list is merely exemplificative. Hence, with reference to,
e.g., the creative industries, their trade bodies and industry associ-
ations are also obvious candidates for trusted flagger status under
the DSA given that (i) one of their key tasks is the online enforce-
ment of their members’ rights through specialized and experienced
teams and (ii) that is why they are already trusted flaggers through
private agreements with platforms, from which they are clearly in-
dependent.

Does all this suggest, however, that the trusted
flagger “floodgates” are now open to many, if not all? The answer
appears to be in the negative, as otherwise the very rationale for
having a fast-track notice handling procedure would be lost.
Indeed, the DSA specifies that “the overall number of trusted flag-
gers awarded in accordance with this Regulation should be limited”
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in order “[tjo avoid diminishing the added value of such
mechanism”.

All this means that, while trade bodies and industry associ-
ations are encouraged to submit applications to the competent
DSC, the DSA shall not affect the ability of private entities and in-
dividuals to conclude agreements with online platforms outside of
the DSA trusted flagger framework. To be blunt, this sounds like
a “nothing new under the sun” result as such agreements have
been in place for a long time already. If one thinks for example of
copyright, YouTube inaugurated its trusted flagger program as early
as 2012.

Nevertheless, the institutional framework that the DSA has cre-
ated has the potential to be still meaningful, at least for two reas-
ons. The first is that it will likely prompt a standardization of prac-
tices and approaches. This consideration is further reinforced by
the (very welcome and much needed) harmonization of notice-
and-action brought about by Art. 16 DSA. The second reason is that
it will serve to complement - in a lex generalis to lex specialis
fashion - the regimes contained in subject-matter specific legisla-
tion. One such example is Art. 17 of Directive 2019/790 (DSM Dir-
ective).

Trusted flaggers and Art. 17 of the DSM Directive

As Art. 17 of the DSM Directive moves from the consideration that,
by storing and making available user-uploaded content, online
content-sharing service providers (OCSSPs) directly perform acts of
communication and making available to the public, the operators
of such platforms are required to secure relevant authorizations
from concerned rightholders to undertake such activities. Never-
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theless, it might be the case that, despite the “best efforts” made by
OCSSPs in accordance with Art. 17(4)(a), no such authorization is
ultimately secured, given that rightholders are not required to
grant it. In such a case, OCSSPs can still escape liability by comply-
ing with the cumulative requirements under Art. 17(4)(b)-(c).

In Poland (C-401/193), the Grand Chamber of the Court of
Justice of the European Union (CJEU) considered that the liability
mechanism referred to in Art. 17(4) “is not only appropriate but
also appears necessary to meet the need to protect intellectual
property rights”. In this regard, two notable points may be extra-
polated.

The first is that the use of automated content recognition
technologies appears unavoidable under Art. 17(4)(b)-(c): content
moderation at a scale cannot be performed manually. Nevertheless,
the CJEU has only allowed such technologies insofar as they are
capable to distinguish adequately between lawful and unlawful up-
loads. In this regard the DSA will once again play a key role: the
transparency obligations set forth therein will serve indeed to de-
termine if the technologies employed by platforms that qualify as
OCSSPs satisfy the CJEU mandate.

The second point reflects the scale of OCSSPs’ content modera-
tion obligations: obviously, someone must be sending all those
notices! In this regard, it is apparent that, at least in certain sectors
(think of music, for example), “trusted rightholders” will continue
playing a very substantial role within the architecture of Art. 17. In
turn, platforms will need to prioritize their notices in order to com-
ply with the obligations set forth in Art. 17(4)(b)-(c).

The latter point is further confirmed if one considers the six key
safeguards identified by the CJEU in Poland, notably the third one:
OCSSPs shall be led to make content unavailable under Art. 17(4)
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(b)-(c) upon condition that rightholders provide them with the
relevant and necessary information. Clearly, entities that qualify as
trusted flaggers in the creative industries will play a most
significant role, whether it is through the DSA-sanctioned model or
through existing or new private agreements with OCSSPs. In this
sense, it will be intriguing to see if a competition arises between
private trusted flagger programs and DSC-run ones, in the sense
that the former might prove to be more attractive to rightholders
(also because of fewer and/or less stringent obligations than those
under Art. 22 DSA) than the latter. In any event, it appears that the
notices that rightholder will submit shall comply with the require-
ments set forth in the DSA.

§0 what?

In light of everything that precedes, is the much-publicized DSA’s
trusted flagger regime to be regarded as a ground-breaking innova-
tion? For the time being, that does not seem to be the case. All this
might evoke - at least in the minds of the most cynical readers,
perhaps even including myself - that statement from Giuseppe
Tomasi di Lampedusa’s Il Gattopardo, which famously reads: “Se
vogliamo che tutto rimanga com’¢, bisogna che tutto cambi” (“If
we want things to stay as they are, things will have to change.”).

Nevertheless, and at the very least, the institutional and har-
monized shape conferred to trusted flaggers has the potential to
smooth out divergences emerged in practice and meaningfully
complement the legal regimes provided for in subject-matter spe-
cific legislation, including but obviously not limited to the field of
copyright.
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For this (positive) development to happen and thus avoid an in-
sidious form of gattopardismo, however, it will be first necessary to
see how appointed DSCs will handle their role, who will be awarded
the trusted flagger status, and how the procedure will work in prac-
tice, including having regard to trusted flaggers’ own obligations
under Art. 22. In any event, it appears safe to conclude
the “institutionalized” trusted flagger regime of the DSA shall not
replace but, rather, complement (or even compete with!) the volun-
tary trusted flagger programs already in place.
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olicymakers and the public are increasingly concerned about a

lack of transparency and accountability in content modera-
tion. Opaque and incontestable content moderation decisions have
potential impacts on freedom of expression and media freedom’,
and well-known issues of discrimination and bias”. In the EU, im-
proving fairness and accountability in content moderation is one
important policy objective” of the 2022 Digital Services Act” (DSA).

Our contribution focuses on a core component of this
legislative framework: Art. 20 DSA, which sets out rules for online
platforms’ internal complaint-handling systems. Art. 20 requires
platforms to allow users to challenge moderation decisions, and
have their complaints reviewed “under the supervision of appropri-
ately qualified staff”. Although scholars and commentators have
raised important questions about the utility of trying to regulate
complex, large-scale content moderation systems’ via “due pro-
cess” for individuals®, this approach is now entrenched in European
law. Accordingly, our focus here is on how Art. 20 can and should be
interpreted going forward. Specifically, does Art. 20 require a hu-
man content moderator to review every content moderation de-
cision on request? And should it?

Drawing on the broader literature on “human in the loop” re-
quirements in artificial intelligence (AI) governance, we argue that
formalistically requiring a human to look over every complaint is
both normatively problematic and practically counterproductive.
We set out an alternative approach, in which human review is
oriented towards improving automated moderation systems at a
systemic level, rather than correcting individual decisions. We ar-
gue that this is both permitted by the DSA text, and normatively
preferable as a way of achieving the DSA’s ultimate policy goals’ of
preventing arbitrariness and discrimination in moderation.
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What level of human review does Art. 20 require?

Art. 20 requires online platforms to establish “easy to access, user-
friendly” systems which allow users to complain about any
moderation decision. This includes all kinds of actions (or inaction)
on flagged content — from terminating an entire account to hiding
a single comment — as well as decisions not to remove content, and
decisions to reduce visibility or impose other interventions short of
removal. This implies a vast number of decisions® potentially sub-
ject to review. Art. 20(4) requires platforms to consider complaints
“in a timely, non-discriminatory, diligent and non-arbitrary man-
ner” and reverse decisions where the complaint shows that they are
not justified by the law or by platforms’ content policies.

The vast majority of moderation decisions potentially subject
to Art. 20 complaints are fully automated’ — the only feasible way
of monitoring content across platforms with millions or billions of
users. A crucial question is therefore whether Art. 20 requires com-
plaints to be reviewed by human moderators. The answer not only
implies potentially enormous investments of labour time and re-
sources, but also has important implications for the overall
effectiveness of the DSA.

Superficially, requiring human moderators to review com-
plaints could seem like the most natural interpretation of Art. 20.
However, a close reading suggests otherwise. The key provision is
Art. 20(6), which requires “decisions [to be] taken under the super-
vision of appropriately qualified staff, and not solely on the basis of
automated means” (our emphasis). This seems to leave space for
humans to play a more high-level supervisory role, rather than
examining every individual complaint. Further guidance is
provided by Recital 58:
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“providers of online platforms should be required to provide for
internal complaint-handling systems, which meet certain condi-
tions that aim to ensure that the systems are easily accessible
and lead to swift, non-discriminatory, non-arbitrary and fair out-
comes, and are subject to human review where automated
means are used.”

(our emphasis)

Crucially, “are subject to human review” here refers to “systems”,
not to “complaints”. Thus, it is the complaint-handling system as a
whole which must be subject to human review and supervision —
not necessarily every individual moderation decision. In the follow-
ing sections, we will argue that this interpretation is not just
legally permissible, but strongly preferable as a way of improving
the quality, reliability and fairness of content moderation.

What is the point of human review?

The optimal design of human review processes in content modera-
tion ultimately depends on what purposes they are meant to serve.
Yet the DSA provides surprisingly little guidance on this. Recital 58
states that, “Recipients of the service should be able to easily and
effectively contest [moderation] decisions [...] Therefore, providers
of online platforms should be required to provide for internal com-
plaint-handling systems”. The ultimate purpose of allowing
recipients to contest moderation decisions is left unstated.

Turning to the broader literature on human oversight in Al
governance, Rebecca Crootof, Margot Kaminski and W. Nicholson
Price identify'’ six possible reasons to impose “human in the loop”
requirements:
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“Humans may play (1) corrective roles to improve system per-
formance, including error, situational, and bias correction; (2)
justificatory roles to increase the system’s legitimacy by providing
reasoning for decisions; (3) dignitary roles to protect the dignity
of the humans affected by the decision; (4) accountability roles to
allocate liability or censure; (5) interface roles to link the systems
to human users; and (6) “warm body” roles to preserve human
jobs.”

Considering their relevance to content moderation, we first want to
emphasise that (6) is here a very bad reason. Moderators’ working
conditions are notoriously appalling. Major platforms outsource
most such labour'' to Global South countries with lower wages and
fewer worker protections, but even for workers in Global North
markets'” - often migrants with few other employment options — it
is characterised by fast-paced and stressful work, poor pay, and in-
tense managerial surveillance. While these conditions could con-
ceivably be improved, there is nothing in the DSA (a supposedly

»l

“comprehensive”'” regulation of online content governance) that
tries to achieve this — an important point we will return to later.
Reviewing harmful or offensive content is also, to some extent, an
inherently repetitive, unpleasant, and psychologically taxing job.

It follows from this that reason (3) is also of questionable
relevance. We do not believe it serves human dignity to allow every
social media user to demand that some poorly paid and treated
worker on the other side of the world quickly glances at their con-
tent. Reason (4) is also less relevant to content moderation, as the
DSA’s provisions on intermediary liability'* and regulatory
oversight'® already regulate platforms’ liability for moderation de-
cisions. The most relevant goals for “human in the loop” require-
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ments in relation to Art. 20 are therefore (1) improving the per-
formance of moderation systems, including by correcting errors
and bias, and (2) and (5), justifying decisions and making them
comprehensible to human users.

Human review of every contested decision is neither practical
nor desiraple

To effectively achieve these goals, we start with two observations
about the roles that humans should not play in content
moderation. First, it is neither practical nor desirable to have hu-
mans review every contested automated moderation decision.
Automated moderation exists largely because humans can’t oper-
ate at the scale required for timely action on content hosted on
large platforms. In three months, YouTube removed 9 million
videos and 1.16 billion comments'®. As Evelyn Douek notes,’
“even the smaller fraction of content moderation decisions that are
appealed would still overload anything but an impractically large
workforce”.

Arguably, moderation workforces already have become imprac-
tically large and overloaded. Facebook alone has 15,000 content

moderators worldwide.'® Yet moderators are also highly over-
worked, required to follow rigidly-defined workflows and meet de-
manding quotas which do not permit nuanced consideration'’ of
individual decisions. Research on “humans in the loop””” in Al
shows that it is generally difficult for humans to identify and cor-
rect errors, due to “automation bias”, where people tend to trust
and defer to decision-making software. Increasing moderators’
workloads is less likely to improve content moderation decisions
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than it is to lead to more frequent rubberstamping of automated
decisions.

Furthermore, if Art. 20 is interpreted as relying on a huge work-
force to review and correct an enormous volume of contested auto-
mated moderation decisions, it is remarkable that the DSA con-
tains virtually no regulation®' of these workers’ pay, working condi-
tions, qualifications and training (beyond some basic transparency
requirements for very large online platforms, set out in Art. 42). An
inflexible and ill-defined human oversight requirement?” which
effectively requires a permanent layer of low-paid, overworked, and
over-stressed content moderators is not only in itself normatively
problematic, but also seems like a suboptimal way to improve
moderation quality.

Second, even assuming platforms could overcome workforce
constraints, it is doubtful that a body of consistent reasoned de-
cisions resolving content moderation complaints is a realistic or
even desirable outcome. The scale, complexity, and diversity of
content available on large online platforms means that “invoking
judicial-style norms of reasoning and precedent is doomed to
fail*>.” Removing a platform’s discretion as to which decisions are
subject to further review still leaves a lot of room to tailor the
reasoning and outcome of those reviews to limit their current or
future impact, as an intensive study of the Meta Oversight Board”*
has shown. And even a fully independent review body faithfully
applying its own reasoned decisions to emerging cases would
frequently find itself needing to depart from that precedent or a
platform’s own guidance. Community guidelines are perpetually
revised in response to changing circumstances that those
guidelines did not anticipate and for which they are a poor fit.
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A better approach to human supervision

All content moderation systems are human/machine hybrids*
regardless of the degree of automation. Moderation software is
designed by human engineers, and Al systms”® are trained on hu-
man decisions and evaluations, while hash-matching systems (like

YouTube’s ContentID system’’ for copyright enforcement) are de-
signed to search for copies of rightsholder-supplied reference files.
On the basis that these hybrid systems are the appropriate target
for supervision, rather than individual contested decisions, we
identify four key considerations to improve their accuracy and
proportionality.

First, instead of requiring cursory human review of every indi-
vidual decision, the best way to evaluate and improve automated
moderation is through more systematic oversight: for example,
requiring policy experts to review statistically representative
samples of decisions. Today’s advanced AI tools, which are
increasingly being deployed”® by major platforms for moderation
tasks that would previously have required human intervention, rely
on learning patterns from enormous datasets. However, recent
technological advances are increasingly relying on smaller volumes
of high-quality data,”’ carefully curated or even produced to order
by highly-qualified workers. A smaller, better-trained and better-
paid moderation workforce, which carefully evaluates and provides
detailed feedback on a subset of decisions, can oversee and improve
moderation systems more effectively than an army of low-paid
clickworkers — as well as being preferable from a labour rights
perspective. Similarly, where failings are identified in hash-
matching tools like ContentID, which scan for and remove copies of
millions of files,” it would be more productive to identify system-
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atic flaws in the processes for (mis)identifying unlicensed and un-
lawful reproductions of content in their reference databases, rather
than just trying to correct errors piecemeal.

Second, for this kind of systematic review to be effective,
human reviewers must be able to understand what triggers
automated flagging. Drawing on the extensive research literature
on Al explainability, moderation systems should be designed to
provide human supervisors “meaningful information about the lo-
gic involved”*! in moderation decisions. Conversely, their feedback
should improve the automated system’s decision-making in future.
For example, if the machine failed to distinguish news reporting
about terrorist activity from terrorist recruitment propaganda, the
human reviewer could identify characteristics that help reinforce
the distinction. This “bilateral explainability” should also factor
into Art. 20’s requirement for supervision by “appropriately quali-
fied” staff. Reviewers should have the qualifications and ability to
facilitate machine-readable policy refinements that can minimise
future errors.

Third, human supervision should be proportionate to different
types of moderation decisions. Given the potential economic, repu-
tational, and emotional consequences®’ when users’ entire
accounts are removed, such decisions should receive more thor-
ough review than, for example, demonetising content or hiding a
comment. Meaningful review of deplatforming decisions should
not be reserved for sitting presidents”: we would suggest that in
general, if someone will completely lose access to a platform, they
should be able to appeal to a human customer service representat-
ive (potentially with some narrow exceptions, such as spam and
duplicate accounts). In these serious cases, human review should
not just involve a quick glance at a decision, but should enable
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meaningful communication with moderators®. Furthermore,
where machine learning led to an erroneous deplatforming de-
cision, the human supervisor should ensure the machine learns
from its mistake. That could mean reviewing and reannotating the
relevant pieces of content used to train the machine learning clas-
sifiers that contributed to the erroneous decision.

Finally, human supervisors can appreciate what types of con-
tent pose particular concerns in a specific social, cultural, or
political context: for example, political misinformation in the lead-
up to a close election, or vaccine misinformation during a pandem-
ic. Expert staff can dynamically allocate limited human and
computing resources to address current and emerging threats. And
given that the DSA itself may increase the risk of “coordinated
flagging”>
plaint system, platforms should dedicate some of their data science
and cybersecurity resources to monitoring and addressing these
risks — as they have historically done for threats like coordinated

, including misuse or manipulation of the Art. 20 com-

disinformation campaigns*°.

conclusions

In the context of content moderation, we have argued against
formalistic interpretations of human oversight requirements that
simply require a person to confirm algorithmic decisions — whether
based on the premise that the “human touch” somehow makes
decisions more respectful of people’s dignity, or on the optimistic
assumption that having humans look at a decision is sufficient to
correct algorithmic errors and bias. Instead, human review under
Art. 20 DSA should be geared towards improving the reliability and
explainability of algorithmic moderation systems as a whole, as

108



A Systemic Approach to Implementing the DSA’s Human-in-the-Loop Requirement

well as providing meaningful communication and support to users
in the most consequential decisions (deplatforming).

These basic principles have wider relevance for tech regulation.
For example, “human in the loop” requirements are also
established in the EU’s GDPR®” and proposed Al Act*, as well as
under various US legal frameworks™. Ultimately, the optimal
design of hybrid decision-making systems needs to be adapted to
specific contexts. However, the approach we have set out here —
interpreting “human in the loop” requirements purposively, and
considering how review processes can be designed to serve the
legislation’s underlying normative and policy goals, rather than
just checking a box — could also provide a helpful starting point for
interpreting such requirements across different areas of Al regula-
tion.
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ver the past decade, access to data (A2D) in digital platforms

has emerged as a significant challenge within the research
community. Researchers seeking to explore data hosted on these
platforms encounter growing obstacles. Public policy concerning
such access must navigate through conflicting interests involving
various stakeholders, including platforms, its users, competitors,
the scientific community, and the public at large. While legal
policies in the US have generally focused on establishing safe-
guards for researchers against the restrictions on access imposed
by private ordering, the recent EU Digital Service Act' (DSA) intro-
duces a legal framework, which enables researchers to compel plat-
forms to provide data access. These complementary legal strategies
may prove instrumental in facilitating A2D for research purposes.

A2D in digital platforms

Data constitutes the fundamental business asset of digital plat-
forms. These platforms collect data on users’ online behaviour and
generate income by utilizing these profiles for targeted advertising,
as well as for creating additional data-driven products and services.
Platforms have worries about the potential disclosure of sensitive
data, which could breach users’ privacy.” Data leaks may also
trigger legal liability and could also damage platform’s public repu-
tation.

At the same time, however, strong public interests advocate for
ensuing A2D for scientific purposes. Platforms often provide a
unique access point to data, which can be indispensable for basic
research.” For example, it may be essential for detecting early
indicators of imminent natural disasters, identifying markers for
infectious disease outbreaks, or developing new research
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methodologies* employing Artificial Intelligence. A2D in digital
platforms also plays a critical role in exploring the digital trans-
formation. As societal, economic, and political activities migrate to
digital spaces, A2D becomes imperative for mapping and analyzing
the social implications of this shift. This includes investigating
issues such as discrimination in labor marketss, bias in short term
rentals®, or the impact of political advertising on elections’.

Furthermore, as platforms continue to grow in dominance and
significance, infiltrating the social, economic and political arenas,
there is a stronger imperative to bolster their accountability by ad-
vancing transparency’ and oversight. Enabling independent
scientific research into these issues by granting scientists access to
platform data can provide unbiased evidence to guide public over-
sight and complement investigative efforts undertaken by public
authorities.

Occasionally, digital platforms have chosen to voluntarily share
data with academic researchers. For example, recent papers
published in Science’ and in Nature'’ saw 17 researchers collabor-
ating with Meta, concluding that there was no evidence of social
media platforms, like Facebook and Instagram, polarizing voters
during the 2020 US Elections. However, concerns have been raised
by some scholars'’ that these findings may have been influenced by
Meta’s involvement in the research collaboration and could align
with its business interests.

Ensuring A2D for independent researchers who are not affili-
ated with these platforms, has the potential to diversify the
research agenda. It can foster studies driven by pure scientific
curiosity and intellectual freedom, rather than profits-driven
motives. Moreover, it can empower researchers to challenge con-
clusions drawn in other studies based through independent data
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analysis. Overall, safeguarding A2D for research is of utmost im-
portance in preserving the social and political role of academic
research as an unbiased and independent source of reliable know-
ledge.

Private ordering and its limits

Despite its significant public implications, decisions regarding
whether to permit A2D have so far rested solely with digital
platforms. As users’ content, personal data and activities predom-
inantly occur on their facilities, platforms possess the capability to
technically block data access. Platforms have exercised their phys-
ical control'? over users’ data, to prevent researchers from conduct-
ing studies. Instances such as the Cambridge Analytica scandal,
where personal data of millions of Facebook users was misused, led
platforms like Facebook and Instagram to block Application Pro-
gramming Interface (API) access. More recently, X (formally Twit-
ter) announced'” its decision to restrict free API access for research
purposes. Additionally, platforms have prevented'* on multiple
occasions, the scrapping of publicly available data, and obstructed
other efforts to explore their operation from the outside. One
notable example is the NYU Ad Observatory'®, which was estab-
lished to analyze political advertisements on social media. Through
a browser extension (“Ad Observer”), users were able to donate ad
data scraped from Facebook to the Observatory, helping to verify
and supplement some missing data in Facebook’s own Ad Library.
However, in August 2021 Facebook suspended the accounts'® of re-
searchers involved in this initiative.

Platforms also employ contractual claims as a means to restrict
undesired research activities. For instance, the X Corp. has recently
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filed a lawsuit against'’ the Center for Countering Digital Hate
(CCDH), a non-profit organization that conducted research on the
dissemination of hateful content on social media. X alleged that
CCDH had intentionally and unlawfully scraped data from Twitter,
thereby violating its terms of service (ToS). TikTok has taken a
more stringent approach by imposing additional contractual re-
quirements in its Research API ToS'®, requiring academics to
provide advance notice of their forthcoming research, subject their
work to pre-publication review, and delete certain data once it has
been used.

U.S. and EU legal strategies compared - the shield and the
sword

While self-help measures aimed at restricting A2D often serve the
legitimate interests of platforms, policymakers must also ensure
proper access to platform data for independent scientific purposes.
Striking this balance presents a significant challenge.

The U.S. and Europe have adopted distinct legal approaches to
address this challenge. In the U.S., the emphasis has been on de-
fensive strategies designed to protect researchers from liability
stemming from breach of contract and potential criminal liability
related to the unauthorized scraping of platform data. In contrast,
Europe has recently established a proactive framework, grating
researchers a legal right to acquire data that is essential for their
research endeavours. These strategies are further discussed below.
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Research shield: The U.S. approach

Platforms ToS typically impose restrictions on unauthorized data
collection, including for research purposes. This exposes
researchers to the risk of civil liability for breaching contractual
agreements. Moreover, under U.S. law, unauthorized access to plat-
forms’ computational services, allegedly may trigger criminal liab-
ility under the U.S. Criminal Fraud and Abuse Act'’ (CFAA). These
risks can significantly deter independent research conducted on
platforms.

However, recent court decisions have adopted a narrow inter-
pretation of the CFAA, thereby reducing the risks faced by re-
searchers who are studying platforms without prior authorization.
For example, in the case of Sandvig v Barr’’, the DC District Court
examined whether researchers investigating race and gender dis-
crimination in employment websites violate the CFAA. The
researchers planned to create multiple fake accounts, contravening
the websites’ ToS, which prohibited misrepresentation. The court
held that CFAA does not criminalize mere violations of ToS on con-
sumer websites. In another case, hiQ Labs v. LinkedIn’', which was a
commercial legal dispute, the Ninth Circuit determined that the
CFAA does not apply to the scraping of publicly available data.
Accessing such data, the court held, cannot be
considered “unauthorized” under the CFAA.

When A2D is carried out in violation of the ToS, it may also
lead to civil liability for breaching a contract, along with the associ-
ated legal remedies. However, it is worth noting that restrictive
provisions on A2D may not be enforceable if they are preempted
under the preemption doctrine set forth in section 301(a) of the
U.S. 1976 Copyright Act®”. The preemption doctrine is designed to
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uphold the Copyright Act’s exclusivity in governing copyright mat-
ters. It invalidates any rules that offer copyright-like protection
(e.g., restrictions on reproduction) to non-copyrightable subject
matters, such as unoriginal data. Back in the mid-90s, in the case of
ProCD v. Zeindeberg”, the Plaintiff attempted to protect uncopy-
rightable digitized telephone listings using a shrink-wrap license.
The Court of Appeals for the 7th Cir. held that such contracts only
impact the parties involved and cannot establish rights in rem
equivalent to copyright. Consequently, contractual restrictions
could never be preempted. Note, however, that restrictions on A2D
in platforms’ ToS lack privity. They are boilerplate contracts** that
apply to anyone accessing the platform, Therefore, if these restric-
tions are deemed enforceable, they effectively create de facto rights
against the world”.

Arguably, restrictions on A2D for research purposes run
counter to the objectives of copyright law. These restrictions aim to
prohibit the reproduction of data, a subject matter that was inten-
tionally excluded from copyright protection to guarantee its avail-
ability for everyone to use as building blocks of additional creative
works. Moreover, these limitations also appear to undermine the
right to research’, a right safeguarded under fair use provisions,
which serves the overarching goals of copyright law — namely, fos-
tering learning, generating new knowledge and upholding the prin-
ciples of freedom of expression.

Despite extensive criticism from legal scholars®’ regarding the
ProCD narrow interpretation of the preemption doctrine, most
courts”® have adopted this approach in the past decades and have
rejected the preemption of contractual restrictions. However, in a
recent decision the 2nd Cir. reaffirmed a pre-emption claim in the
scraping lawsuit of Genius v. Google”’. The decision to deny appeal
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to the Supreme Court” may indicate that pre-emption claims in

boilerplate contracts and platform ToS might gain more traction in
the future.

EU: From shield to sword

Responding to mounting pressure from researchers and civil
society organizations advocating for greater oversight of digital
platforms through independent studies, the EU has adopted a pro-
active approach. This approach delegates decisions regarding
access to platform data to a regulatory agency, which exercises its
discretion within a set of explicit objective standards. The DSA®!
establishes an institutional framework, aiming to streamline A2D
for research in the public interest while also addressing the legit-
imate interests of platforms and their users.

The DSA introduces a novel regulatory body, the Digital Ser-
vices Coordinators (DSC, see Arts. 49 to 51), tasked, inter alia, with
the management of data access authorizations. This transfer of au-
thority shifts the decision-making power regarding A2D from
profit-driven platforms to an administrative agency entrusted with
upholding the public interest.

Furthermore, the DSA establishes a structured procedure for
obtaining A2D for research purposes, including a filing procedure
and eligibility criteria for researchers and their proposed research
projects.

Most notably, the DSA obliges very large online platforms and
search engines (VLOPs and VLOSEs) to provide data to “vetted re-
searchers” (see Art. 40(4) and (8)) for the sole purpose of conduct-
ing research that contributes to the detection, identification and
understanding of systemic risks in the Union, as set out pursuant
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to Art. 34(1), and to the assessment of the adequacy, efficiency and
impacts of the risk mitigation measures pursuant to Art. 35.” (see
Art. 40(4)). Through this obligation, the DSA effectively establishes
a (limited) right to conduct academic research on systemic risk in-
volving digital platforms in the EU. This right encompasses the
ability to request data collection, using APIs, or other means of
automatic extraction. It is critical for conducting research in the di-
gital era and could have proven invaluable as exemplified in the
case of the NYU research team, which was cut out from Facebook
APL

Recently, the EU Commission has launched a call for evidence
on the DSA related to data access for research purposes, intended
to inform the implementation of Art. 40 DSA. Respondents to this
call’” have stressed the need to provide standard procedures and
criteria for eligibility to vetted researchers, to establish an inde-
pendent advisory body with professional expertise and to address
liability for potential data breach. They also stressed the need to fa-
cilitate exploratory research and enable automated API based ex-
ploration. Based on the contributions received, the Commission is
scheduled to prepare a delegated act on Art. 40 to be adopted in
2024.

A way forward

Science is a global collaborative endeavor that relies on cooperative
efforts, peer review, and the free exchange of information and
knowledge across national boundaries and disciplines. Digital plat-
forms where A2D is essential, also operate on a global scale.
However, there exists a fundamental disparity in the legal ap-
proaches to A2D for researchers between the U.S., and the EU. This
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divergence has the potential to disrupt collaborative scientific ini-
tiatives and could shape where and how scientific research is con-
ducted.

While the DSA may still have some imperfections,” it marks a
significant stride towards establishing a legal right for researchers
to request A2D and put in place an institutional framework to facil-
itate the exercise of this right. The U.S. currently lacks a compar-
able framework, although there are several bills, such as the Plat-
form Accountability and Transparency Act’* and the Digital Con-
sumer Protection Commission Act® that propose mandating di-
gital platforms to provide certain types of data for research pur-
poses. However, as of now, these bills have not been enacted into
law.

Meanwhile, in the EU, data protection laws*® and more robust
intellectual property protections®’ for data may create significant
barriers to unauthorized data scrapping for research purposes.

Bridging the divide between the approaches of the U.S. and EU
presents a formidable challenge, raising a multitude of complex
issues, including the legitimate rights of digital platforms, freedom
of contract, freedom of expression, privacy and data protection.

A potentially more effective strategy for fostering ongoing
scientific collaboration could involve coordinating research initiat-
ives that leverage the legal safeguards available for unauthorized
research in the U.S. and the right to request A2D guaranteed by the
EU’s new digital strategy.
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n both sides of the Atlantic, policymakers are struggling to
O reign in the power of large online platforms and technology
companies. Transparency obligations have emerged as a key policy
tool that may support or enable achieving this goal. The core argu-
ment of this blog is that the Digital Services Act (DSA) creates, at
least in part, a global transparency regime. This has implications
for transatlantic dialogues and cooperation on matters concerning
platform governance. Regulators, researchers, and civil society or-
ganizations may be able to use the DSA transparency rules to im-
prove responsiveness of large platforms and other technology com-
panies to the public values of the larger societies that they serve.

In the United States (U.S.), several members of Congress have
proposed bills, including the Platform Accountability and Trans-
parency Act’, the Social Media Data Act’, the Digital Services Over-
sight or the Safety Act’, and Kids Online Safety Act* (KOSA), that
would increase transparency obligations about platform content
moderation practices, online advertising, and safeguards to protect
personal data and children. None of these bills has been enacted,
although KOSA is under active consideration.

The main regulatory agency in the U.S. that has engaged in on-
line platform regulation has been the Federal Trade Commission
(FTC), which has investigatory powers to demand transparency
from platforms or other large companies when they may have
engaged in unfair or deceptive practices. The President also has au-
thority to issue Executive Orders, which sometimes includes rules
that require technology developers to be more transparent.

Yet, now that the DSA has come into force, the European Union
(EU) has taken a very large step ahead of the U.S. in making data
usage and content moderation practices of platforms more trans-
parent. Among the host of DSA mandatory transparency require-
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ments are those that require preparation of transparency reports,
the promulgation of a DSA Transparency Database’ to report on
content moderation practices, new rules about data access require-
ments for regulators and researchers, preparation of audit reports,
a digital terms and conditions (T&Cs) database®, and the Ad Lib-
rary. The DSA is a very ambitious policy initiative aimed at cracking
open not just one, but many, black boxes.

Although the geographical focus of the DSA is EU member
states, some of its transparency provisions may contribute to a
global transparency and observability’ of platforms. The goal of
this blog is to examine to what extent the DSA’s transparency pro-
visions can potentially benefit researchers and regulators outside
the European Union.

Categories of DSA transparency obligations

The transparency obligations in the DSA can usefully be sorted into
four® categories: 1) consumer-facing transparency obligations; 2)
mandatory reporting and information access obligations to
national regulators and the European Commission; 3) rights of ac-
cess to data; and 4) obligations to contribute to public-facing data-
bases of information.

We first discuss the DSA’s consumer-facing transparency
obligations that require platforms to provide certain types of in-
formation to their users. Some of these obligations target all users.
For example, Art. 26 of the DSA obliges online platforms to identify
advertising as such and to explain their main targeting criteria and
how consumers can change these criteria. In addition, Art. 27
obliges platforms to set out in their T&Cs the main parameters
used in their recommender systems.
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Other DSA transparency rights accrue to individual consumers
in particular circumstances. For example, Art. 32 requires online
platforms to inform individual consumers if a product or service
they acquired through a platform was illegal. Additionally, Art.
16(5) requires platforms to inform users that their content has
been taken down.

In principle, these DSA rules are intended to benefit consumers
of services established or located in the EU, and they certainly ap-
ply to non-European consumers located in the EU.

Although these rules are not directly applicable or enforceable
outside the EU, they may potentially benefit non-European con-
sumers through the so-called “Brussels effect” insofar as online
platforms decide not to limit these extra transparency rights just to
EU consumers. There is no language in most of these provisions
that would exclude the applicability of these provisions to con-
sumers located outside the EU.

A second category of transparency obligations includes man-
datory reporting and information access obligations to national
regulators and the European Commission. Obvious examples are
the powers of national Digital Service Coordinators (DSCs) under
Art. 51 of the DSA to require covered platforms to provide informa-
tion and explanations upon request. Arts. 5 and 67 of the DSA gives
the Commission investigatory powers as to Very Large Online Plat-
forms (VLOPs) and Very Large Online Search Engines (VLOSEs).
These information and investigation powers are reserved to na-
tional European regulatory authorities and the Commission.

The DSA requires covered online services to prepare reports an-
nually about their compliance with the DSA and to maintain data
pertinent to the reports. However, they are not required to submit
these materials annually to the Commission or to a DSCs. The on-
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line services must, however, provide their compliance reports to EU
regulators when so requested to enable regulators to analyze the
extent to which the services have complied with DSA obligations.
These online services bear the burden and expense of preparing
annual reports and maintaining data that may never be reviewed by
any EU regulator. The services can never know when (if ever) regu-
lators will make such requests. But they must be ready to comply.

Art. 37 requires the online services to hire at their own expense
independent auditors to assess their compliance with DSA obliga-
tions. It further requires services to provide auditors with access to
all data needed to conduct an audit and identifies the kinds of data
that should be part of an audit. We worry about the lack of well-es-
tablished auditing standards akin to those long established for fin-
ancial auditing. The DSA does not contemplate that these audits
would be available to the Commission or to DSCs, but one can ima-
gine EU regulators demanding access to them if the regulators were
dissatisfied with an online services’ annual report once they ana-
lyzed a requested copy.

VLOPs and VLOSEs must, in accordance with Art. 42 of the
DSA, also prepare reports on their mandatory systemic risk assess-
ments and mitigation measures, audits and audit implementation
reports and consultations, as well as reports on the number of
monthly users. The Commission and national DSCs of the coun-
tries where the platforms are established may require covered plat-
forms and search engines to supply these reports to European au-
thorities.

Regulators from other countries might, however, be interested
in gaining access to the annual reports that the DSA requires
covered online services to prepare. Art. 40 says EU regulators can
only access the reports to assess compliance with the DSA. But
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would the Commission object if the FTC, for example, demanded
access to online services’ annual reports for firms operating in the
U.S.? We presume that the FTC could issue a civil investigative de-
mand directly to the services asking for copies of reports prepared
for compliance with the DSA.

If the Commission wants to achieve a “Brussels effect” by set-
ting a regulatory standard for other nations to follow, perhaps it
would welcome easing the burdens of non-EU regulators in this
way.

Systemic risk assessment and monitoring are among the core
transparency obligations for VLOPs under the DSA. These require-
ments respond to growing concerns about the impact of these plat-
forms on the broader information ecosystem and on fundamental
rights. This information about systemic risks may potentially be of
great interest to regulators outside the EU.

Under Arts. 42 (4) and 42 (5) of the DSA, risk assessment in-
formation is to become accessible outside the EU three months
after platform reports have been submitted to EU authorities, albeit
in possibly redacted form. Under the DSA, providers of VLOPs and
VLOSEs can, before the reports become public, remove certain
parts that might disclose confidential information, pose security
risks, or otherwise harm the firms whose reports became public.

The utility of these reports for non-EU regulators will, of
course, depend on how extensively platforms excise information
from these reports before making them public. Covered platforms
and search engines should not, however, edit the reports to prevent
non-EU authorities from being able to access information the re-
ports contain unless one of the legitimate rationales for excision
applies.
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A third category of DSA transparency rules are those that cre-
ate a right of access to data that is necessary to monitor and assess
compliance. Art. 40’s access to data provision allows EU policy-
makers to obtain a deeper level of observability which would ad-
dress the growing information asymmetries between platforms and
society at large. Professors Rieder and Hofman’ have observed that
“It]he expanding data sets on vast numbers of people and transac-
tions bear the potential for privileged insights into societies’ tex-
ture, even if platforms tend to use them only for operational pur-
poses”. These authors suggest that an essential pre-condition for
public accountability is the “institutionalisation of reliable inform-
ation interfaces between digital platforms and society — with a
broad mandate to focus on the public interest”.

We believe that the access to data provisions in Art. 40 of the
DSA should be understood to create such an interface. In addition
to DSCs and the Commission, “vetted researchers” can request ac-
cess to data held by VLOPs and VLOSEs to gauge compliance with
DSA obligations.

Art. 40 of the DSA contemplates that researchers would submit
proposals to DSCs identifying the online service providers whose
data they want to access, along with a research plan. Coordinators
would then “vet” researchers under the criteria set forth in Art.
40(8). Upon being vetted, the coordinators would notify the online
services that the vetted researcher should be given access to data
for compliance assessment purposes.

The vetting criteria include supplying information about the
research organization with which the researcher is affiliated, their
independence from commercial interests, sources of funding for
their research, the ability to comply with data security and confid-
entiality rules, and an intent to carry out research for purposes set
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forth in Art. 40(4). To be vetted, researchers must also agree to
publish the results of their study without charge within a reason-
able time after finishing their research project. This means that the
research outputs about DSA compliance will become publicly avail-
able to all who may be interested in finding out about how well (or
not) platforms did.

Vetted researchers are, however, restricted in the purpose for
which they can request access to platform data, for the DSA says
vetted researchers can access data only for “the sole purpose of
conducting research that contributes to the detection, identifica-
tion and understanding” of a pre-defined list of systemic risks un-
der Art. 34 of the DSA or the assessment of the “adequacy, effi-
ciency and impacts of the risk mitigation measures” that the DSA
requires. In other words, research access is only possible to the ex-
tent that it contributes to the enforcement of the DSA.

By authorizing DSCs to require online services to grant inde-
pendent researchers access to data concerning risk assessment and
risk mitigation strategies and to publish results of their research,
the DSA offloads some burdens that EU regulators might otherwise
have to bear to those researchers whom the coordinators vet.

Practically speaking, this strategy raises important questions
about the proper role of researchers in enforcement actions, the
need to protect academic independence and autonomy, and how to
combine the demands of the DSA with the way academic research
is conducted, assessed, and funded.

So far as we can tell, the researcher data access rights set forth
in Art. 40 may be available to researchers outside of the EU. There
will almost certainly be U.S. researchers who would want to request
access to data under this regime because there are no equivalent
data access mandates under U.S. law.
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Although the DSA does not define which researchers are eli-
gible for data access rights, it refers to the definition of this term in
Art. 2(1) of Directive (EU) 2019/790 on copyright and related rights
in the Digital Single Market.'” That provision requires researchers
to be affiliated with a “research organization”, such as a university,
a research institute, or another entity whose primary goal was to
conduct scientific research on a not-for-profit basis or pursuant to
a public interest mission recognised by a European member state.
There is no explicit requirement that this must be a European uni-
versity or research entity. Nor does Art. 40 (8) say that the DSC can
deny an application for data access to non-Europeans (in this sense
also Dergacheva, Katzenbach, Schwemer & Quintais 2023'! and
Husovec 2023'%).

Arguably, it is in the interest of EU policymakers to open up
Art. 40 of the DSA to non-European researchers. A significant share
of research that has been conducted on platform auditing origin-
ates from the U.S. Using the extensive expertise and experience of
non-EU researchers for the purposes of assessing compliance with
the DSA would be very much in the interest of Europe. (More in-
formation on how non-EU researchers might exercise the access
right can be found here'” and here'*.)

A fourth category of transparency rules of the DSA is the oblig-
ation of platforms to make certain information publicly available in
data bases and ad archives.'” Examples are the Ad Archives that
mandated by Art. 39 of the DSA. Providers of VLOPs and VLOSEs
are obliged to make available in a specific portion of their online
interface a searchable repository containing information about the
content on their online commercial and political advertisements.
Also required is disclosure about on whose behalf the advertise-
ment was presented, who paid for the advertisement, groups tar-
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geted and targeting parameters, and the total number of recipients.
(For an insightful discussion of the design requirements of ad
archives, see van Drunen & Noroozian 2024“’).

Moreover, all platforms covered by the DSA, not just the VLOPs
and VLOSEs, must publish statements about reasons for their con-
tent moderation actions. Platforms must send those statements to
the DSA Transparency Database'’, which is operated by the Com-
mission under Arts. 17 and 24(5) of the DSA. These statements
must include information about the type of content moderation re-
strictions they have adopted, as well as the grounds and the sur-
rounding facts and circumstances that influenced the decision.

Yet another platform transparency resource established by the
Commission is the T&Cs Database'®. Platforms use their T&Cs for
registered users as an important source of private governance. The
goal of the database is to give the public more information into this
element of the legal landscape. Currently, the database includes
790 T&Cs from more than 290 service providers, including Terms
of Service, Privacy Policies, but also developer terms.

All of these information resources created and maintained in
the EU will be available to anyone in the world who wants to access
them.

Does the DSA have a global reach?

The DSA is an ambitious step towards a global transparency
regime. A significant share of the transparency obligations in the
DSA are not limited to European regulators, consumers and re-
searchers. This includes transparency about platforms’ statements
of reasons for taking actions, information about political and com-
mercial ads, T&Cs, audits and systemic risk assessments as well as
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access to the deeper layers of the algorithmic infrastructure
through access to data rights available to stakeholders outside the
European Union.

The benefits of transparency for EU and non-EU regulators
provided by the DSA may be mutual. By extending the scope of po-
tential observers, the EU too can benefit from the expertise and in-
sights from actors outside the Union.

This more inclusive approach to global transparency resonates
with a push for more international coordination and participation
in (EU-led) platform governance. In the emerging digital regulatory
framework, there are various ways19 in which non-EU stakeholders,
including civil society and potentially non-EU regulators can be-
come involved in and influence EU platform governance.

Under Art. 51 (3) of the DSA, for example, DSCs can invite “in-
terested parties” and “any other third parity demonstrating a legit-
imate interest” to submit written observations on planned enforce-
ment actions and participate in the proceedings. There is nothing
in the text that would exclude non-European regulators, such as
the FTC, or non-European competitors from taking an active part
in the enforcement deliberations of national DSCs.

The Digital Markets Act”’ (DMA) likewise entitles “[ajny third
party” to inform the national competent authority of the Member
State or the Commission about “any practice or behaviour by gate-
keepers that falls within the scope of this Regulation” in the con-
text of an infringement procedure under Art. 27 of the DSA. The
European Media Freedom Act (EMFA) foresees explicitly the pos-
sibility that the Board could coordinate with non-EU regulators un-
der Art. 16 EMFA, and introduces the instrument of so-
called “structured dialogues” that are also open to non-EU civil so-
ciety actors under Art. 18.
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In a similar way, the draft Al Act foresees explicitly cooperation
and coordination with non-European authorities and international
organisations under Art. 58e of the AI Act. The planned Advisory
Forum and Scientific Panel are also open to non-EU stakeholders
under Arts. 58 a and b, giving those an influential role in the fur-
ther implementation and operationalisation of the European
approach to Al governance.

Another aspect of the AI Act, which is open to non-EU stake-
holders, concerns international standardisation in the field of Al
According to Art. 40 (1) (c) of the AI Act, the actors involved in the
standardisation process must “contribute to strengthening global
cooperation on standardisation and taking into account existing
international standards in the field of AI” but also as part of EU-
U.S. cooperations such as the EU-U.S. Trade and Technology Coun-
cil (TTC) ..

Has the EU, through the DSA and related initiatives, gone a
long ways toward achieving a “Next Level Brussels Effect?” From
EU regulators’ optimistic view, not only would global platforms ad-
here to, and export European standards into their operations out-
side of the Union, but there would be a new push to an EU-led
approach in the creation of global observability and governance
frameworks through transparency, cooperation, codes of conduct
and coordination on standardisation.

While we recognize the ambition and optimism that underlies
promulgation of the DSA and related initiatives, these new regula-
tions are still in early stages and the regulatory cultures of the EU,
U.S., and other nations are distinctly different. Some clashes over
the burdens and costs that these new rules impose and the impacts
of the rules on competition and innovation in information techno-
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logy industries seem quite likely. We look forward to seeing how
they play out in coming years.
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On 17 February 2024, the Digital Services Act (DSA) became
fully applicable in Europe. The DSA takes a novel regulatory
approach to intermediaries by imposing not only liability
rules for the (user) content they host and moderate, but
also separate due diligence obligations for the provider’s
own role and conduct in the design and functioning of their
services. This new approach fundamentally reshapes the
regulation and liability of platforms in Europe, and promises
to have a significant impact in other jurisdictions, like the
U.S., where there are persistent calls for legislative inter-
ventions to reign in the power of Big Tech. This book brings
together a group of renowned European and American
scholars to conduct an academic transatlantic dialogue on
the potential benefits and risks of the EU’s new approach.
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